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Abstract

In this research, we address the use of autonomous data analysis task cycles
(ACODAT) in the agro-industrial production chain. ACODAT's main objective is to
adopt a data-driven perspective to solve business challenges. In the context of
ACODAT, to achieve a specific objective within the process under observation,
different tasks related to data analysis must be performed simultaneously. These
tasks are interconnected with each other, and each one plays a unique role in the
cycle: (i) observe the process, (ii) analyze and interpret what happens in it, and (iii)
make decisions to guide the process towards achieving its objectives. This
integration of tasks in a closed cycle allows complex problems to be efficiently

addressed.

Despite the existence of advances in the design and use of ACODAT in
different domains, there are no related works on using ACODAT to automate
industrial production processes. To address this need, our objective was to develop
methodologies, models and approaches to automate production processes using
data analysis tasks in the agro-industrial production chain. Based on this objective,
several challenges were proposed, the first was to specify ACODATs for the
Management of Agro-industrial Micro, Small and Medium Enterprises (MSMEs), the
second was to define Fuzzy Cognitive Maps (FCM) for the Assessment of the level
of Digital Transformation in MSMEs, and the third was to develop other novel Al
techniques to improve the agro-industrial processes of MSMEs. Several research
articles were developed during this thesis to reach its objective. To meet the first
challenge, two articles were proposed. The first article specified several ACODATs
for the agro-industrial sector, and the second article presented an ACODAT for the
determination of the Coffee Production Process for MSMEs. For the second

challenge, three articles were produced, the first article is on the evaluation of the



level of digital transformation in MSMEs through FCMs based on experts, a second
article on the explainability analysis of the previous evaluation model based on
FCMs. Finally, the third article is on a model of evaluation of the digital transformation
in MSMEs based on learned FCMs using data. Regarding the third challenge, three
articles were proposed. The first article defines a Meta-Learning Architecture for
ACODATs to automate coffee production. The second article presents a Meta-
Learning Architecture for ACODAT in the context of agro-industrial production chains
of MSMEs, and a third article on the analysis of quantum support vector machines
in classification problems. In each article, the strategies/models were evaluated
using various datasets. The results show the capacity of the developed
methodologies and models for decision making for the intelligent management of the

production chain using ACODAT.

In summary, the ACODATSs allowed the automation of some of the processes
in the production chains of agro-industrial MSMEs, the evaluation models based on
FCM allowed the analysis of the level of Digital transformation in MSMEs and
explained what actions to take to improve it, if applicable, while meta-learning and
quantum computing allowed improvements and adaptations to be made in the

machine learning models based on data of ACODATS.

Keywords: Artificial Intelligence, Machine Learning, Autonomous Cycles of Data
Analysis tasks, Fuzzy Cognitive Maps, Quantum Computing, Meta-learning,

Production and Automation Processes in MSMEs.



Resumen

En esta investigacion abordamos el uso de ciclos de tareas de analisis autbnomo
de datos (ACODAT) en la cadena de produccion agroindustrial. El objetivo principal
de ACODAT es adoptar una perspectiva basada en datos para resolver desafios de
negocio. En el contexto de ACODAT, para lograr un objetivo especifico dentro del
proceso en observacion, se deben realizar simultaneamente diferentes tareas
relacionadas con el analisis de datos. Estas tareas estan interconectadas entre si,
y cada una juega un papel unico en el ciclo: (i) observar el proceso, (ii) analizar e
interpretar lo que sucede en él, y (iii) tomar decisiones para guiar el proceso hacia
el logro de sus objetivos. Esta integracion de tareas en un ciclo cerrado permite

abordar de manera eficiente problemas complejos.

A pesar de la existencia de avances en el disefio y uso de ACODAT en
diferentes dominios, no existen trabajos relacionados sobre el uso de ACODAT para
automatizar procesos de produccidon industrial. Para abordar esta necesidad,
nuestro objetivo fue desarrollar metodologias, modelos y enfoques para automatizar
procesos de produccion utilizando tareas de analisis de datos en la cadena de
produccion agroindustrial. Con base en este objetivo, se propusieron varios retos,
el primero fue especificar ACODATSs para la Gestion de Micro, Pequefas y Medianas
Empresas (MIPYMES) Agroindustriales, el segundo fue definir Mapas Cognitivos
Difusos (MCD) para la Evaluacién del nivel de Transformacién Digital en MIPYMES,
y el tercero fue desarrollar otras técnicas novedosas de |A para mejorar los procesos
agroindustriales de las MIPYMES. Durante esta tesis se desarrollaron varios
articulos de investigacion para alcanzar su objetivo. Para cumplir con el primer reto,
se propusieron dos articulos. El primer articulo especificd varios ACODAT para el
sector agroindustrial, y el segundo articulo presenté un ACODAT para la
determinacién del Proceso de Produccién de Café para MIPYMES. Para el segundo
reto, se produjeron tres articulos, el primer articulo es sobre la evaluacion del nivel
de transformacién digital en MIPYMES a través de MCD basados en expertos, un

segundo articulo sobre el analisis de explicabilidad del modelo de evaluacion



anterior basado en MCD. Finalmente, un tercer articulo es sobre un modelo de
evaluacion de la transformacion digital en MIPYMES basado en MCD aprendidos
utilizando datos. Respecto al tercer reto, se propusieron tres articulos. El primer
articulo define una Arquitectura de Meta-Aprendizaje para ACODATs para
automatizar la produccion de café. El segundo articulo presenta una Arquitectura de
Meta-Aprendizaje para ACODAT en el contexto de cadenas productivas
agroindustriales de MIPYMES, y un tercer articulo sobre el analisis de maquinas de
vectores de soporte cuantico en problemas de clasificacion. En cada articulo se
evaluaron las estrategias/modelos utilizando diversos conjuntos de datos. Los
resultados muestran la capacidad de las metodologias y modelos desarrollados
para la toma de decisiones para la gestion inteligente de la cadena productiva
utilizando ACODAT.

En resumen, los ACODATs permitieron automatizar algunos de los procesos
en las cadenas productivas de MIPYMES agroindustriales, los modelos de
evaluacion basados en FCM permitieron analizar el nivel de Transformacién Digital
en las MIPYMES vy explicar qué acciones tomar para mejorarlo en caso de ser el
caso, mientras que el meta-aprendizaje y la computacién cuantica permitieron
realizar mejoras y adaptaciones en los modelos de aprendizaje automatico basados
en datos de ACODATSs.

Palabras clave: Inteligencia Artificial, Machine Learning, Ciclos Auténomos de
Tareas de Analisis de Datos, Mapas Cognitivos Difusos, Computacion Cuantica,

Meta aprendizaje, Procesos de Producciéon y Automatizacion en MIPYMES.
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Chapter 1. Introduction and research context

1.1 Problem statement and motivation.

The agro-industrial sector is characterized by producing food and non-food products,
obtained through raw materials normally of biological origin, which it processes.
Currently, there is a considerable number of companies in the agro-industrial sector
that lack smart technology to improve their production processes, which could be
used in their transformation, conservation and marketing processes, among others
[1]. Specially, small agro-industrial producers make up a significant portion of
companies and play a vital role in a country's economic and social advancement.
However, it is crucial that they integrate technologies such as Artificial Intelligence
(Al) to use their process data to build knowledge models that allow them to make
decisions about their production chains to achieve high levels of performance and
competitiveness.

The work seeks to provide MSMEs with a computational environment based
on ACODATs deployed as services, so that they can be invoked during the
processes of handling, preserving and transforming raw materials. Thus, the
computational environment of autonomous cycles will be integrated into each agro-
industrial process, to help it in its management with the adequate knowledge to
improve the processing, storage, distribution and marketing activities of agro-
industrial products. In this way, the system will allow agro-industrial companies to
strengthen and evolve using Al techniques that allow companies to extract
knowledge from their data repositories and other available sources, to improve the
management of their production processes.

Therefore, this is a way to introduce digital transformation in MSMEs to take
advantage of digital technologies in organizations through the digitalization of data
and the automation of their operations. It is a way to promote the modernization of
the MSME sector in the agro-industrial field, in our case, using ACODATs within
companies, which allow them to innovate in their processes and products. This will
enable generating added value to the product offering of agro-industrial companies,
so that differentiation is the basic element of competitiveness. Specifically, the
objective is to develop ACODATs based on machine learning techniques for the
management of agro-industrial MSMEs.



ACODATs use machine learning techniques to develop knowledge models from their
data, and other Al techniques to exploit expert knowledge. These models will allow
decisions to be made that improve the management and innovation capabilities of
companies and, consequently, their competitiveness. Some of these techniques
used are FCMs, some based on experts and others on data, which were used to
build a business digital transformation evaluation model. Predictive models using
machine learning techniques and explainability analysis methods were also used to
help MSMEs understand their results. Finally, the meta-learning paradigm was used
to allow ACODATs to self-manage, and quantum computing to improve the quality of
machine learning models.

1.2 Research objectives

1.2.1 General objective
Apply Artificial Intelligence (Al) to improve agro-industrial processes MSMEs

1.2.2 Specific objectives
Several specific objectives are derived from the general objective of the thesis:
e Analyze the Machine Learning Techniques used in the MSMEs Management.
e Specify Autonomous Cycles of Data Analysis Tasks for the Management of
Agroindustrial MSMEs.
e Develop novel Al techniques to improve the agro-industrial processes of
MSMEs.
¢ Implement a case study in a Colombian MSMEs

1.3. Contributions and research scope

This research focuses on the development of models, methodologies and
computational techniques to support and improve the tasks of an agro-industrial
production chain. Several contributions were made. The first contribution of this
research was a systematic literature review (SLR) on the management of small agro-
industrial producers using Al. In this review, we focused on three trends in
technologies for the management of agro-industrial processes: i) Data Management,
ii) Machine Learning and iii) and Cyber-Physical Systems. For each of these trends,
we identified challenges and opportunities for future work.

Based on the information reported in the SLR, we set as the main objective
to specify ACODATs. Then, we apply Al techniques on datasets related to the
management of the agro-industrial production chain to generate diagnostic,



predictive and prescriptive models with explanatory capacity. Next, ACODATs were
developed that combine these diagnostic, predictive and prescriptive models to
improve the processes of a production chain. In literature, there are few works that
implement ACODATs in the production chain. In the ACODATSs, each task interacts
with the others and has different functions to achieve the objective of the cycle.

Particularly, three industrial automation processes were identified within the
production chain, in which autonomous cycles were applied. The first cycle is
responsible for identifying the type of input to be transformed, such as quantity,
quality, time and cost, based on information from the organization and its context.
The second cycle selects the technological level to be used in the transformation of
the raw material, characterizing the processing platform of the plant. The last cycle
identifies the main characteristics of the generated product, such as the quality and
value of the product. Finally, the first autonomous cycle was applied in a coffee
factory.

On the other hand, FCMs based on experts and data were implemented for
the evaluation of the level of digital transformation in MSMEs. The main digital
transformation variables used to define our FCMs were classified into five groups,
based on the COBIT standard [3]. Our model was able to infer the level of digital
transformation of the organizations studied. In addition, the explanatory capacity of
the FCMs developed in this work was analyzed using different explainability
methods, some generals and others specific to the FCMs. The explainability
techniques (very different from each other) allowed analyzing in depth the behavior
of the variables in the results obtained, something very important to understand how
to improve the levels of digital transformation in organizations. Other innovative Al
techniques used were quantum computing and the meta-learning paradigm.
Particularly, Quantum Support Vector Machines (QSVM) were used in classification
problems. The purpose of this research was to analyze the use QSVM for different
types of classification problems. To do so, several kernels (linear and Gaussian)
were considered. In turn, a comparison with Random Forest was made. Also, a
detailed analysis was made for the binary classification of coffee beans. Finally, a
Meta Learning architecture was designed to adapt ACODATSs, capable of performing
model transfer, data transfer or parameter transfer processes, or invoking synthetic
data generation procedures, to define the new knowledge models of the tasks of
new ACODATs. Different methodologies were used to develop the ACODATs or
knowledge models, to take advantage of the knowledge of experts and the datasets
of coffee agro-industrial companies. Specifically, for the specification of the
ACODATs, MIDANO was used for the definition of autonomous data analysis task
cycles [2]. For the conception of data-based knowledge models, CRISP-DM was
used, a widely used standard methodology for data mining and data analysis



projects [3]. Finally, for the development of the FCM-based models, the methodology
proposed in [4] was used. Implementations of the different ACODAT models were
made using specific scenarios of the coffee company "Café Galavis" located in the
city of Cucuta (Norte de Santander), which were validated using the appropriate
metrics for each case. The deployment of the models in mobile, web and desktop
applications is beyond the scope of this work. All the contributions made in this
research are described in research articles. A total of nine (9) scientific articles were
generated, of which three (4) are published and the other five (5) are under review.
Each of the articles is briefly explained below. A first systematic review article of the
literature on the management of small agro-industrial producers using Al was
generated. The second research article corresponds to the design of ACODATSs for
the automation of the production chain of MSMEs in the agro-industrial sector. The
third article presents an ACODAT to automate the Coffee Production Process in
MSMEs. The fourth article describes an Evaluation Model of the Level of Digital
Transformation in MSMEs through FCMs based on Experts. The fifth article performs
an Explainability Analysis of the Evaluation Model Based on FCMs. The sixth article
defines an Evaluation Model of the Level of Digital Transformation in MSMEs using
FCMs based on machine learning mechanisms. The seventh article designs a
General Meta-Learning Architecture for knowledge models of coffee production in
MSMEs. The eighth article creates a Meta-Learning Architecture for ACODAT in the
context of agro-industrial production chains of MSMEs. Finally, the last article
analyzes QSVMs in classification problems.

1.4 Thesis organization

This thesis is presented as a collection of articles developed to meet each of the
proposed objectives. Chapter 2 corresponds to the fulfillment of the first objective.
Chapter 3 corresponds to the fulfilment of the second objective. Chapter 4 and 5
correspond to the fulfillment of the third objective, while the 4th objective is scattered
between chapters 3, 4 and 5 as a case study. One article was generated for the first
objective, two articles were generated for the second objective, 6 articles were
generated for the third objective, while the 4th objective is present in 8 of the articles
as a case study. The articles will be presented in each section with the title, Doi (if
published), abstract and full text.



Chapter 2. A systematic literature review on the
management of small agroindustrial producers
using artificial intelligence

2.1 Motivation

In this chapter, we present an SLR that reviewed trends in Al in the agro-industrial
sector, and particularly, the use of machine learning in its production processes.
Among the most relevant trends, the use of Machine Learning to build knowledge
models for diagnostic and prediction tasks, mainly, was identified. It was also
identified that there are no ACODATs reported in the literature to automate the
productive processes of this. With this article, we fulfill objective one. The full article
can be found in Appendix A.

2.2 ldentification of the article

J. Fuentes, J. Aguilar. “A systematic literature review on the management of small
agroindustrial producers using artificial intelligence”, submitted to publication,
International Journal of Business Performance and Supply Chain Modelling

2.3 Abstract

Small agro-industrial producers make up a significant portion of companies and play
a vital role in a country's economic and social advancement. However, it is crucial
that they integrate technology and become agro-industrial producers. Artificial
Intelligence (Al) can use process data to build knowledge models that allow agro-
industrial producers to make decisions about production chains to achieve high
levels of performance and competitiveness. The objective of this work is to perform
a systematic literature review on the use of Al for the management of small agro-
industrial productions. Seven scientific digital libraries (ACM, Web of Sciences,
Scopus, Google Scholar, IEEE Xplore, Sciences Direct and EBSCO) were used to
investigate the use of Al for the management of small agribusinesses. A search
methodology based on research questions, inclusion, and exclusion criteria, among
other aspects, was used to select the most relevant articles. An analysis of sixty-two
articles was performed to assess the strengths and limitations of using Al in Small
Agribusiness Production Management, as well as to identify the primary challenges



and opportunities. In the systemic review of the literature, some studies based on Al
for the management of small agro-industrial productions are evidenced. Among the
limitations found are the low investment in new technologies, and the rejection of
changes and innovative business models, very common aspects among Micro,
Small & Medium Enterprises (MSMEs). The results of this systematic review offer
significant insights for future studies on the application of Al in the production chain
of small-scale agro-industrial producers.

2.4 Link to the full article
See Appendix A




Chapter 3. Autonomous cycles of data-
analysis tasks for the analysis of the
agroindustrial sector.

In this chapter, ACODATSs are implemented for the automation of production chains
in MSMEs in the agro-industrial sector. Section 3.1 presents an article that proposes
an analysis of the production processes in MSMEs in the agro-industrial sector, and
which ones can be automated using ACODATSs, with the specification of the latter.
Then, a particular case is presented in Section 3.2. for the coffee production process,
where these cycles allow the analysis of critical data related to the production,
processing and quality of the coffee. With these articles, we meet subobjectives two
and four.

3.1 Autonomous cycles of data-analysis tasks for the
automation of the production chain of MSMEs for the
agroindustrial sector.

3.1.1 Motivation

Autonomous cycles of data analysis tasks are proposed for the automation of
production chains, with the aim of improving the productivity of Micro, Small and
Medium Enterprises (MSMESs) in the context of agroindustry. In autonomous cycles
of data analysis tasks, each task interacts with the others and has different functions,
to achieve the objective of the cycle. This article identifies three industrial automation
processes within the production chain, in which autonomous cycles can be applied.
The first cycle is responsible for identifying the type of input to be transformed, such
as quantity, quality, time and cost, based on information from the organization and
its context. The second cycle selects the technological level used in the
transformation of the raw material, characterizing the processing platform of the
plant. The last cycle identifies the level of specialization of the generated product,
such as the quality and value of the product. Finally, the first autonomous cycle is
applied to define the type of input to be transformed in a coffee factory. The whole

article is in Appendix B.



3.1.2 Identification of the article

J. Fuentes; J. Aguilar; E. Montoya; A. Pinto. “Autonomous Cycles of Data Analysis
Tasks for the Automation of the Production Chain of MSMEs for the Agroindustrial
Sector.” Information, 2024, 15, 86. https://doi.org/10.3390/info15020086

3.1.3 Abstract

In this paper, we propose autonomous cycles of data analysis tasks for the
automation of the production chains aimed to improve the productivity of Micro,
Small and Medium Enterprises (MSMEs) in the context of agroindustry. In the
autonomous cycles of data analysis tasks, each task interacts with the others and
has different functions, in order to reach the goal of the cycle. In this article, we
identify three industrial-automation processes within the production chain, in which
autonomous cycles can be applied. The first cycle is responsible for identifying the
type of input to be transformed—such as quantity, quality, time, and cost—based on
information from the organization and its context. The second cycle selects the
technological level used in the raw-material transformation, characterizing the
platform of plant processing. The last cycle identifies the level of specialization of the
generated product, such as the quality and value of the product. Finally, we apply
the first autonomous cycle to define the type of input to be transformed in a coffee
factory.

3.1.4 Link to the full article
https://www.mdpi.com/2078-2489/15/2/86

3.2 Autonomous Cycle of Data Analysis Tasks for the
determination of the Coffee Productive Process for MSMEs

3.2.1 Motivation

Coffee production requires certain levels of efficiency to ensure that the quality of
the bean, the roasting process and, in general, the coffee processing methods,
achieve financial and environmental sustainability objectives. This requires
monitoring and analysis of coffee bean characteristics and the roasting process,
among other aspects, so that the actors in the MSME agro-industrial sector can know
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what happens in coffee production and can make better decisions to improve it. This
work aims to instantiate the autonomous cycle in charge of identifying the type of
input to be transformed in the production process, in the case of coffee production.
This cycle analyzes the inputs of the production chain (quantity, quality, seasonality,
durability, cost, etc.), based on information from the organization and the context, to
establish the production process to be conducted. This autonomous cycle is
instantiated in coffee production to identify the type of input to be transformed (bean
quality) and determine the transformation process (level of decrease in the bean
during the roasting process and coffee processing method). The entire article is in

Appendix C.

3.2.2 Identification of the article

J Fuentes, J Aguilar, E Montoya, Autonomous cycle of data analysis tasks for the
determination of the coffee productive process for MSMEs, Journal of Industrial
Information Integration, Volume 44, 2025, 100788, ISSN 2452-414X,
https://doi.org/10.1016/].jii.2025.100788.

3.2.3 Abstract

Coffee production needs certain levels of efficiency to ensure that the quality of the
bean, the roasting process, and in general, the coffee processing methods, achieve
financial and environmental sustainability objectives. This requires tasks of
monitoring and analyzing of features of the coffee bean, and the roasting process,
among other aspects, so that stakeholders of the agro-industrial sector of MSMEs
can know what happens in the coffee production and can make better decisions to
improve it. In a previous article, three autonomous cycles of data analysis tasks are
proposed for the automation of the production chains of the MSMEs. This work aims
to instantiate the autonomous cycle responsible for identifying the type of input to
transform in the production process, in the case of coffee production. This cycle
analyzes the inputs of the production chain (quantity, quality, seasonality, durability,
cost, etc.), based on information from the organization and the context, to establish
the production process to be carried out. This autonomous cycle is instanced in
coffee production to identify the type of input to transform (bean quality), and to
determine the transformation process (level of decrease of the bean during the
roasting process and coffee processing method). The quality model is defined by the
K-means technique with a performance in the Silhouette Index of 0.85, the predictive
model of the level of decrease of beans in the roasting process is defined by Random
Forest with a performance in the accuracy of 0.81, and finally, the identification model
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of the "production method" is carried out by the Logistic Regression technique with
a quality performance in the accuracy of 0.72.

3.2.4 Link to the full article
https://www.sciencedirect.com/science/article/abs/pii/S2452414X25000123




Chapter 4. Using Fuzzy Cognitive Maps for the
Assessment of the level of Digital
Transformation in MSMEs

Digital transformation enables the use of digital technologies to innovate and
generate value in organizations by digitizing data and automating processes. This
chapter proposes the use of FCMs based on data and expert knowledge to develop
models for the evaluation of the level of digital transformation in MSMEs. In section
4.1, FCMs based on experts are proposed. The key variables, organized into five
groups according to the COBIT standard [3], are used to define the FCMs. Likewise,
in section 4.2., an Explainability Analysis of the evaluation model based on FCMs is
presented. Explainability methods help to analyze the current situation of the key
factors related to digital transformation in these companies, supporting MSMEs in
their digital adaptation process. Finally, in section 4.3, an evaluation model based on
FCMs trained with data is proposed. With these articles, we meet subobjectives
three and four.

4.1. Evaluation of the Level of Digital Transformation in
MSMEs using Fuzzy Cognitive Maps based on Experts.

4.1.1 Motivation

The concept of digital transformation involves exploiting digital technologies to
generate new ways of doing things in organizations, including the creation of new
processes, models, and services that produce value based on the digitization of data
and processes. The application of digital technologies enables organizations to
develop capabilities for innovation, automation, etc., utilizing both established and
emerging technologies, including the widespread use of artificial intelligence. In this
paper, the implementation of a fuzzy cognitive map based on experts for the
evaluation of the level of digital transformation in MSMEs (Micro, Small & Medium
Enterprises). The main variables of digital transformation used to define our fuzzy
cognitive map were classified into five types: i) Organization and Culture variables
related to strategies, way of working, and ecosystems, ii) Customer variables related
to services and digital channels and products, iii) Operations and Internal Processes
variables related to supply chain, suppliers, business model, iv) Information

11
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Technologies variables related to innovation, digitization, data and analytic. Finally,
the fifth type of variable is the target, which indicates the level of digital
transformation of the organization. The entire article is in Appendix D.

4.1.2 Identification of the article

J. Fuentes, J. Aguilar, E. Montoya and W. Hoyos, "Evaluation of the Level of Digital
Transformation in MSMEs Using Fuzzy Cognitive Maps Based on Experts,"
Proceeding XLIX Latin American Computer Conference (CLEI), La Paz, Bolivia,
2023, https://doi.org/10.1109/CLEI60451.2023.10346161

4.1.3 Abstract

The concept of digital transformation involves exploiting digital technologies to
generate new ways of doing things in organizations, including the creation of new
processes, models, and services that produce value based on the digitization of data
and processes. The application of digital technologies enables organizations to
develop capabilities for innovation, automation, etc., utilizing both established and
emerging technologies, including the widespread use of artificial intelligence. In this
paper, the implementation of a fuzzy cognitive map based on experts for the
evaluation of the level of digital transformation in MSMEs (Micro, Small & Medium
Enterprises). The main variables of digital transformation used to define our fuzzy
cognitive map were classified into five types: i) Organization and Culture variables
related to strategies, way of working, and ecosystems, ii) Customer variables related
to services and digital channels and products, iii) Operations and Internal Processes
variables related to supply chain, suppliers, business model, iv) Information
Technologies variables related to innovation, digitization, data and analytic. Finally,
the fifth type of variable is the target, which indicates the level of digital
transformation of the organization. Our model managed to specify with 99.4% the
level of digital transformation of the organization. Thus, our fuzzy cognitive map can
predict and analyze the factors associated with digital transformation in MSMEs.

4.1.4 Link to the full article
https://ieeexplore.ieee.org/document/10346161
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4.2. Explainability Analysis of the Evaluation Model of the
Level of Digital Transformation in MSMEs based on Fuzzy
Cognitive Maps

4.2.1 Motivation

The concept of digital transformation involves the exploitation of digital technologies
to generate new ways of doing things in organizations, including the creation of new
processes, models and services that produce value from the digitalization of data
and processes. The application of digital technologies allows organizations to
develop innovation, automation, etc. capabilities, using both established and
emerging technologies, including the widespread use of artificial intelligence. This
paper proposes the implementation of expert- and data-based Fuzzy Cognitive
Maps (FCMs) for the assessment of the level of digital transformation in MSMEs
(Micro, Small and Medium Enterprises). Additionally, this paper performs an
explainability analysis of the FCM-based assessment models. The main digital
transformation variables used to define our FCMs were classified into five groups,
based on the COBIT standard. In addition, the explanatory capacity of the FCMs
developed in this paper was explored using different explainability methods, some
general and others specific to the FCMs. Overall, the results obtained in the work
are very encouraging since the quality metrics obtained with the evaluation models
are very good, almost always higher than 90%; and the explanations obtained with
the explainability methods allow an in-depth analysis of the behavior of the variables
in the results obtained, something very important to understand how to improve the
levels of digital transformation in organizations. The entire article is in Appendix E.

4.2.2 Identification of the article

J. Aguilar, J. Fuentes, E. Montoya, W. Hoyos, D. Benito. “Explainability Analysis of
the Evaluation Model of the Level of Digital Transformation in MSMEs based on
Fuzzy Cognitive Maps.” Vol. 27 No. 2 (2023): CLEI 2023 best papers Vol. I.
https://doi.org/10.19153/cleie|.27.2.2

4.2.3 Abstract

The concept of digital transformation involves exploiting digital technologies to
generate new ways of doing things in organizations, including the creation of new
processes, models, and services that produce value based on the digitization of data
and processes. The application of digital technologies enables organizations to
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develop capabilities for innovation, automation, etc., utilizing both established and
emerging technologies, including the widespread use of artificial intelligence. This
article proposes the implementation of Fuzzy Cognitive Maps (FCMs) based on
experts and data for the evaluation of the level of digital transformation in MSMEs
(Micro, Small and Medium Enterprises). Additionally, this work carries out an
explainability analysis of the evaluation models based on FCMs. The main digital
transformation variables used to define our FCMs were classified into five groups,
based on the COBIT standard: i) Organization and Culture variables related to
strategies, way of working, and ecosystems, ii) Customer variables related to
services and digital channels and products, iii) Operations and Internal Processes
variables related to supply chain, suppliers, and business model, iv) Information
Technologies variables related to innovation, digitization, data and analytic. Finally,
the fifth type of variable is the target, which indicates the level of digital
transformation of the organization. Our model managed to specify with 99.4% the
level of digital transformation of the organization. Furthermore, the explanatory
capacity of the FCMs developed in this work was explored using different
explainability methods, some general and others specific to the FCMs. In general,
the results obtained in the work are very encouraging since the quality metrics
obtained with the evaluation models are very good, almost always higher than 90%;
and the explanations obtained with the explainability methods allow for an in-depth
analysis of the behavior of the variables in the results obtained, something very
important to understand how to improve the levels of digital transformation in
organizations.

4.2.4 Link to the full article

https://www.clei.org/cleiej/index.php/cleiej/article/view/648

4.3. Assessment of the Digital Transformation Level in
MSMEs through Trained Fuzzy Cognitive Map

4.3.1 Motivation

The importance of digital transformation lies in leveraging digital technologies to
foster novel approaches within organizations, leading to the creation of innovative
processes, models, and services. This digitalization of data and operations
generates significant value and enables organizations to embrace innovation,
automation, and various capabilities, spanning both well-established technologies
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and cutting-edge advancements, such as artificial intelligence. In this research, two
innovative fuzzy cognitive maps, one expert-led and one data-driven, are proposed
to assess the degree of digital transformation in micro, small, and medium-sized
enterprises. Accordingly, our fuzzy cognitive map is competent to forecast and study
the factors linked to digital transformation in SMEs. Furthermore, the paper conducts
a comprehensive explainability analysis to help SMEs understand their current
situation regarding digital transformation based on the FCM results. The entire article

is in Appendix F.

4.3.2 Identification of the article

J. Fuentes, J. Aguilar, W. Hoyos. “Assessment of the Digital Transformation Level in
MSMEs through Trained Fuzzy Cognitive Maps”, submitted to publication, Applied
Soft Computing.

4.3.3 Abstract

The essence of digital transformation lies in harnessing digital technologies to foster
novel approaches within organizations, leading to the creation of innovative
processes, models, and services. This digitalization of data and operations
generates significant value and empowers organizations to embrace innovation,
automation, and diverse capabilities, encompassing both well-established
technologies and cutting-edge advancements, like artificial intelligence. In this
research, two innovative fuzzy cognitive maps are proposed, one led by experts and
the other based on data to assess the degree of digital transformation in Micro, Small
and Medium Enterprises. The essential digital transformation variables are classified
into five distinct groups: i) Organization and Culture, which includes strategies, work
methods, and ecosystems, ii) Customer, including services, digital channels, and
products, iii) Operations and Internal Processes, which encompasses the supply
chain, suppliers, and business model, and iv) Information Technology, comprising
innovation, digitization, data, and analytics. The last category of variables is the
target, which signifies the digital transformation level of the organization.
Remarkably, our model demonstrated an impressive accuracy of 99.4% in
determining an organization's digital transformation level. Consequently, our fuzzy
cognitive map is proficient in forecasting and studying the factors linked to digital
transformation in MSMEs. Additionally, the paper carries out a comprehensive
explainability analysis to assist MSMEs in comprehending their present situation
regarding digital transformation based on the FCMs results.
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4.3.4 Link to the full article
See Appendix F.




Chapter 5. Advances in Al applied to MSMEs
in the agroindustrial sector

This chapter presents other innovative Al techniques to improve production
processes for the MSME agro-industrial sector. Section 5.1 presents meta-learning
architectures for the MSME agro-industrial sector. Section 5.2 analyzes the use of
QSVM in different types of classification problems, considering various kernels and
comparing it with Random Forest. With this article, we finish covering objectives
three and four.

5.1 Meta-learning Architecture for analysis in the
agroindustrial sector.

In the agro-industrial sector of MSMESs, continuous monitoring and analysis of their
products and processes is of vital importance to optimize production. In section
5.1.1., a meta-learning architecture is proposed to analyze knowledge models in a
production chain. Depending on the similarity of the dataset with which the new
knowledge model is to be built with the previous datasets, with respect to previous
datasets existing in the architecture, the system can reuse an existing model,
transfer parameters, transfer data or develop a model from scratch. In turn, in section
5.1.2, this meta-learning architecture is extended to manage ACODATs of production
chains. In both works, a case study is carried out in a coffee company.

5.1.1 Meta-learning Architecture for Autonomous Cycles of Data
Analysis Tasks to Automate Coffee Production of MSMEs

5.1.1.1 Motivation

In the coffee industry, efficiency is key to achieving quality goals and ensuring
sustainable practices, both financially and environmentally. In the MSME agro-
industrial sector, it is essential to continuously monitor and analyze coffee bean
characteristics and the roasting process to improve production. This paper proposes
a meta-learning (MTL) architecture that incorporates autonomous data analysis
cycles in production chains. The MTL framework includes a meta-model table that
stores information about pre-trained machine learning models, allowing the
appropriate model to be selected when a new data set is introduced. Based on the
similarity of the new data set to previous ones, the system can reuse an existing

17
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model, perform parameter transfer, build a new model, or transfer data and create a
model from scratch. The paper explores case studies in coffee companies, showing
that the system is effective in quality assessment, waste reduction, and process
selection, achieving an average accuracy of 90.45%. The entire article is in Appendix
G.

5.1.1.2 Identification of the article

J. Fuentes, J. Aguilar. “Meta-learning Architecture for Autonomous Cycles of Data
Analysis Tasks to Automate Coffee Production of MSMEs”, submitted to publication,
International Journal of Data Science and Analytics.

5.1.1.3 Abstract

In the coffee industry, efficiency is a determining factor in achieving product quality
objectives, as well as ensuring sustainable practices, both from a financial and
environmental point of view. On the other hand, in the MSME agroindustrial sector,
it is crucial to carry out constant monitoring and detailed analysis of the
characteristics of the coffee bean and the roasting process to identify areas for
improvement in production. In a previous study, three autonomous cycles of data
analysis tasks are described to automate operations in the production chains of
MSMEs. The proposal of this article consists of a meta-learning (MTL) architecture
for autonomous cycles. The proposed MTL framework has a meta-models table that
stores relevant information about pre-trained machine learning models for
autonomous cycles. This meta-model table is used to identify the most appropriate
machine learning model each time a new coffee dataset is introduced into an
organization. Specifically, the framework can do several things, use one of the
models in the meta-models table on the new dataset if this new dataset is similar
enough to one previously used to make that model, do a parameter transfer, and
construct a new model if the similarity with another dataset is lower, or perform a
data transfer and build a new model if that similarity is even lower. This article
explores the use of this MTL framework in some case studies, using records of coffee
roasting processes from different coffee companies. The results indicate the great
effectiveness of our system in reusing/adjusting/creating machine learning models
in various situations such as evaluating coffee quality, reducing waste, and selecting
coffee processing processes, reaching an accuracy of 90.45% on average in the
results.

5.1.1.4 Link to the full article
See Appendix G.
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5.1.2 Meta-learning Architecture for ACODAT in the Context of Agro-
Industrial Production Chains of MSMEs

5.1.2.1 Motivation

In the coffee industry, efficiency is key to achieving quality goals and ensuring
sustainable practices, both financially and environmentally. In the MSME agro-
industrial sector, it is essential to continuously monitor and analyze coffee bean
characteristics and the roasting process to improve production. This paper proposes
a meta-learning (MTL) architecture that incorporates autonomous data analysis
cycles in production chains. The MTL framework includes a meta-model table that
stores information about pre-trained machine learning models, allowing the
appropriate model to be selected when a new data set is introduced. Based on the
similarity of the new data set to previous ones, the system can reuse an existing
model, perform parameter transfer, build a new model, or transfer data and create a
model from scratch. The paper explores case studies in coffee companies, showing
that the system is effective in quality assessment, waste reduction, and process
selection, achieving an average accuracy of 90.45%. The entire article is in Appendix
H.

5.1.2.2 ldentification of the article

J. Fuentes, Dos Santos, J. Aguilar, D. Shi. “Meta-learning Architecture for ACODAT
in the Context of Agro-Industrial Production Chains of MSMEs.” Submitted to
publication, Information Processing in Agriculture.

5.1.2.3 Abstract

In the MSME agribusiness sector, constant monitoring and detailed analysis of
product characteristics are essential to identify areas where production can be
improved. The proposal of this work is a meta-learning (MTL) architecture that is
integrated into autonomous cycles of data analysis tasks (ACODATSs) that automate
the production process of MSMEs to allow their self-adjustment. The proposed MTL
framework includes a metamodel knowledge base that stores information about
existing machine learning models, the machine learning techniques used to create
them, and with which dataset they were created. Thus, the architecture has meta-
data and meta-techniques that describe previous datasets and techniques used to
build the models described in the metamodel. These are used to select the most
appropriate machine learning model for each ACODAT task when it is instantiated
on a new dataset. Particularly, from the information contained in the MTL framework,
the system is capable of performing model transfer, data transfer or parameter
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transfer processes, or invoking procedures for the generation of systematic data, in
order to define the new machine learning models for the tasks of the new ACODAT.
The framework has been tested in a MSME in the coffee area. In the context of the
case study, an autonomous cycle for a coffee company composed of three tasks to
control its production process is instantiated. The proposed architecture
demonstrated its ability to adapt the ACODAT to a new scenario, defined by a new
set of data, obtaining very satisfactory results for each of its tasks.

5.1.2.4 Link to the full article
See Appendix H.

5.2 Analysis of Quantum Support Vector Machines in
Classification Problems

5.2.1 Motivation

A common problem solved by supervised learning techniques is classification, which
includes variants such as binary, multiclass, and multilabel classification. Developing
techniques that perform well on different types of classification problems and for
datasets with diverse characteristics remains a challenge. Recent research suggests
that machine learning can benefit from quantum computing to reduce computational
complexity and improve performance. This research analyzes the use of Quantum
Support Vector Machines (QSVM) for different types of classification problems, using
various kernels (linear and Gaussian). In addition, the performance of QSVM is
compared with the Random Forest algorithm. The entire article is in Appendix I.

5.2.2 Identification of the article

J. Fuentes, J. Aguilar, A. Pinto. “Analysis of Quantum Support Vector Machines in
Classification Problems", Proceeding L Latin American Computer Conference
(CLEI), Buenos Aires, Argentina, 2024, 10.1109/CLEI64178.2024.10700573

5.2.3 Abstract

A typical problem that is solved by supervised machine learning techniques is
classification. There are many types of this problem, such as binary classification,
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multi-classification, and multi-labels. The development of techniques that perform
well in different types of classification problems, and for datasets with many or few
variables, or many or few data, remains a challenge. On the other hand, recent work
indicates that machine learning can benefit from quantum computing in terms of
reducing computational complexity and improving its performance. The purpose of
this research is to analyze the use of Quantum Support Vector Machines (QSVM)
for different types of classification problems. For this, several kernels (linear and
Gaussian) are considered. In turn, a comparison is made with Random Forest. Also,
a detailed analysis is carried out for the binary classification of coffee beans,
obtaining a precision of 95% and an accuracy of 79%. With this article we cover
objectives one, and three.

5.2.4 Link to the full article
https://ieeexplore.ieee.org/document/10700573
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Chapter 6. Conclusions

6.1 Summary

This study aimed to apply Al to improve production processes in agro-industrial
MSMEs. The most used machine learning techniques in MSME management were
analyzed. The analysis determined that there are no studies where ACODAT is
applied in MSMEs. ACODATs for the MSME agroindustrial management were
specified. Three industrial automation processes within the production chain were
identified, in which autonomous cycles can be applied. Thus, an architecture for
industrial automation of MSME production chains based on the ACODAT concept
was proposed. The architecture combines multiple variables (e.g. temperature,
humidity, acidity, quantity, quality and time) and allows the integration and
interoperability of actors in the production context. The proposed architecture
proposes three autonomous cycles to give autonomy to the industrial production
chains of MSMEs. In addition, this work shows the instantiation of one of the
autonomous cycles for the characterization of the inputs to be transformed as a first
step towards an efficient and effective industrial automation process of the
production chain.

Novel Al techniques were used to improve the agro-industrial processes of
MSMEs that allow the development of diagnostic and classification models, among
others. For example, FCMs were used to build models to evaluate the level of digital
transformation in MSMEs, or QSVM were used in different classification problems
(binary and multiclass). In addition, the use of these models in the coffee industry
was described in detail. Two meta-learning architectures were also proposed to
manage ACODATSs, one that manages its knowledge models, and another based on
an ACODAT to automate the management of other ACODATSs in a production chain.
A notable advantage of this proposal is the ability to maintain a continuous learning
process with the arrival of new data or information for a supervised ACODAT. In most
cases, the Café Galavis company located in Cucuta, Colombia, was used as case
study. This company, founded in 1918, is dedicated to the roasting and distribution
of Colombian coffee.

The relevance of the results obtained is multiple. The definition of ACODATs
allowed the automation of production processes in MSMEs using their own data,
from their contexts, or expert knowledge. The knowledge/machine learning models
of ACODATSs solve different tasks, such as diagnosis and prediction. On the other
hand, the meta-learning architecture to manage ACODATs automates their
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construction in new contexts. Finally, the use of models to evaluate the level of digital
transformation in MSMEs based on FCMs allows the analysis and study of the
current state in an organization, but also, the identification of what actions to take to
improve its level.

6.2 Limitations and future work

The results of this thesis achieved the proposed objectives. However, this thesis had
some limitations, in particular, due to the difficulty in obtaining data from the agro-
industrial sector. Regarding ACODAT, the main limitation is the complexity of its
integration into the production processes of an organization. This would imply an
instrumentation that would allow data to be captured, and then, to act on the
production process based on the conclusions reached by ACODAT. Regarding the
FCM to build the Digital Maturity Level Assessment Model in an organization, the
model was based on the COBIT model. It is necessary to determine if there are more
suitable standards for digital transformation in the current literature. Also, another
important limitation has to do with the availability of data to use this assessment
model, which must come from the organization itself (this may imply in some cases
dataizing organizational processes). This work presents a first case study. Another
limitation is linked to quantum computing, particularly as the sample characteristics
in the SVMs increase, the representation of the qubit wave function would
experience exponential growth in simulation requirements, making it unfeasible
when studying large datasets of classifiers in current machines that simulate
quantum processing. Finally, one limitation of the meta-learning architecture is the
collection of large volumes of data required to train the initial models in the
knowledge base. Another limitation is having a wide variety of models, techniques
and data to make it functional and interesting; otherwise, it could face the cold start
problem that affects many adaptation systems.

Regarding future works, some are as follows. A first future work is the
integration of ACODAT with the Digital Maturity Model based on FCMs to
automatically identify gaps in digital transformation in an organization, and how to
respond using ACODATSs. In this context, the role of the meta-learning architecture
is vital, because it will allow monitoring and guiding the process. Another future work
is to build a robust Digital Maturity Model based on FCMS, using multiple national
and international data sources to build the model. For this, distributed strategies such
as federated learning can be considered to conceive a global model, in this case of
a country, a region, etc. that allows generalizing behaviors. Another future research
consists of exploring the behavior of several synthetic data generation algorithms
within our meta-learning architecture. In addition, eventually implement a Federated
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Meta-Learning approach with ACODAT to take advantage of the Meta-Knowledge
generated in the different MSMEs, which would contribute to the privacy and security
of their data, and reduce the computational resources required. Other, future work
should focus on implementing ACODAT for the Automation of the Productive Chain
of MSMEs in the Agroindustrial Sector in a real context. A challenge in the
implementation of this type of solutions is the cost associated with the sensors for
data acquisition, their optimal distribution, the computational and storage
requirements, and the Internet connectivity of the industrial plant, which should also
be studied. Finally, future research will focus on evaluating how the sensitivity of our
meta-learning architecture varies in different scenarios of ACODAT and process
automation in MSMEs. In addition, its application in other autonomous cycles of
agro-industrial chains will be considered.
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A SYSTEMATIC LITERATURE REVIEW ON THE MANAGEMENT OF SMALL
AGROINDUSTRIAL PRODUCERS USING ARTIFICIAL INTELLIGENCE

Jairo Fuentes 2, José Aguilar 234"

Y Universidad Francisco de Paula Santander, Av. Gran Colombia, Clcuta, Colombia
2GIDITIC, Universidad EAFIT, Carrera 48 No. 7 Sur-50, Medellin, Colombia
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Summary: Small agro-industrial producers make up a significant portion of companies and
play a vital role in a country's economic and social advancement. However, it is crucial that
they integrate technology and become agro-industrial producers. Artificial Intelligence (Al)
can use process data to build knowledge models that allow agro-industrial producers to
make decisions about production chains to achieve high levels of performance and
competitiveness. The objective of this work is to perform a systematic literature review on
the use of Al for the management of small agro-industrial productions. Seven scientific digital
libraries (ACM, Web of Sciences, Scopus, Google Scholar, IEEE Xplore, Sciences Direct
and EBSCO) were used to investigate the use of Al for the management of small
agribusinesses. A search methodology based on research questions, inclusion, and
exclusion criteria, among other aspects, was used to select the most relevant articles. An
analysis of sixty-two articles was performed to assess the strengths and limitations of using
Al in Small Agribusiness Production Management, as well as to identify the primary
challenges and opportunities. In the systemic review of the literature, some studies based
on Al for the management of small agro-industrial productions are evidenced. Among the
limitations found are the low investment in new technologies, and the rejection of changes
and innovative business models, very common aspects among Micro, Small & Medium
Enterprises (MSMES). The results of this systematic review offer significant insights for
future studies on the application of Al in the production chain of small-scale agro-industrial
producers.

Keywords: Artificial Intelligence, Agribusiness, Small Agribusiness Production
Management, systematic literature review.

1. Introduction.

Agribusiness is the integration of agricultural production, processing, and marketing under
a single integrated management. It is defined as the subset of the manufacturing sector that
processes agricultural, forestry and fishery raw materials and intermediate products
(Sokolov et al., 1998). The agro-industrial sector comprises a diverse range of industries,
including food, beverage, and tobacco manufacturers, textile and clothing makers, wood and
furniture producers, printing and paper product manufacturers, and rubber manufacturers,
among others (da Silva et al., 2013). According to da (]. C. Silva, D. Baker, 2013),
agribusiness encompasses suppliers of inputs for the forestry, fishing, and agricultural
sectors, as well as providers of food and non-food agribusiness products.

For small agro-industrial producers to transition into technologically advanced agro-
industrial producers and maintain their crucial role in a country's economic and social
progress, it is essential that they adopt technology. Consequently, Information and
Communication Technologies (ICTs) are an opportunity for agro-industrial producers to
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improve their production processes, promote their products and gain a competitive
advantage that will benefit the entire market (Gutarra & Valente, 2018).

With Artificial Intelligence (Al), it is possible to exploit data with learning algorithms,
reasoning mechanisms, etc. In today's business landscape, data has taken on a critical role
and can provide a competitive advantage to those who leverage it effectively. Even if
competitors use comparable methods, an organization can gain an advantage in a
competitive industry by having the best data. Machine Learning (ML) is an analytical method
that enables small agribusiness producers as players in production chains to achieve high
levels of productivity and competitiveness with additional values, such as incorporating
techniques to learn and discover patterns, trends, and relationships in data, and thanks to
this knowledge, better insights are offered.

To understand the approaches and challenges of Al in small agro-industrial producers, we
analyze two aspects in this article. The first step involves evaluating the existing level of Al
utilization in the management of small agro-industrial producers. Second, a discussion of
the current challenges in the intelligent management of small agro-industrial productions.

Therefore, this paper presents a systematic literature review (SLR) on this topic. Similar
works such as (Sanchez-Calle & Castillo Armas, 2022) and (Navarro et al., 2020) analyzed
the adoption of I0oT in smart agriculture and outlined the key components, such as Smart
Agriculture, Smart Farming, and Machine Learning, along with the potential use cases of
loT solutions. In their works, (Sanchez-Calle & Castillo Armas, 2022) and (Navarro et al.,
2020) point out that management systems are increasingly incorporating cloud and Big Data
technologies to process large data sets, often using other supporting technologies to
complement these solutions. It is noted by the authors that the use of Al and image
processing techniques has become more common for enhancing smart agriculture
management. Among the various loT applications for smart agriculture, crop monitoring was
found to be the most prevalent. The review indicated that smart agriculture 10T solutions can
incorporate multiple network protocols. Furthermore, (Mirani et al., 2019), (Nath et al., 2022)
presented a review of 10T agribusiness: applications and challenges. Areas of Al such as
loT and Sensor Networks (WSN) enable efficient and reliable agricultural and livestock
monitoring. (Garcia et al., 2023) focused on the use of ML in precision livestock (PLF),
directed at grazing and animal health. They venture into agricultural automation and find
new opportunities in the field of agriculture and livestock. Finally, (Toscano-Miranda et al,
2022) presented the state of the art on the use of sensors and Al techniques for the
management of diseases and insect pests in cotton crops.

The main contribution of this work is the presentation of the use of Al techniques in the
management of small agro-industrial producers; a sector that performs most of its processes
manually, which is due to the lack of technological investment and/or ignorance of the
benefits of the use of these techniques. Their processes would improve with the adoption of
Al techniques applied to their needs or requirements, contributing to a continuous
improvement of their processes. The objective is to conduct a systematic literature review
on the use of Al techniques for the intelligent management of small agro-industrial
producers. To the best of our knowledge, no previous research has conducted this particular
literature review. This article is structured into three sections. Section 2 outlines the
systematic literature review methodology, Section 3 details the review findings, and Section
4 concludes the paper with an extensive discussion that highlights the research questions,
limitations, and challenges.



29

2. SLR Methodology

The systematic literature review (SLR) is based on a modification of the PRISMA approach
(Moher et al., 2009), which aims to identify relevant studies based on research questions.
The research question is derived from the article's objective, which is to examine the use of
Al in enhancing the management of small agribusiness productions. The PRISMA method
guides the search process in identifying studies that align with the research questions,
leading to a comprehensive and focused review of the relevant literature. In particular, a
research question has been defined:

Q1. ¢(How has Al been used for the intelligent management of small and medium agro-
industrial productions?

2.1. Search strategy

To evaluate the number of studies that could be applicable and identify any existing
systematic reviews, initial searches were conducted. These searches aimed to assess the
relevance of available studies in the context of the research topic. Several combinations of
keywords derived from the research question were used, which defined the search strings
(see Table 1). The following digital libraries were used: ACM, Web of Sciences, Scopus,
Google Scholar, IEEE Xplore, Sciences Direct and EBSCO.

Table 1. Search strings used by research question.

Question String search

Q-1. ("Artificial Intelligence" OR "Machine Learning" OR "Fuzzy Logic" OR "Artificial
Life" OR "Expert Systems" OR "Data Mining" OR "Data Analysis" OR
"Ontologies" OR "Computer Vision" OR "Bayesian Networks" OR "Knowledge
Engineering” OR "Artificial Neural Networks" OR "Reactive Systems OR
"Reactive systems" OR "Evolutionary computing” OR "Rule-based systems"
OR "Case-based reasoning"” OR "Knowledge representation techniques" OR
"Semantic networks" OR "Computational linguistics" OR "Natural language
processing” OR "Agents" OR "Multiagent systems" OR "Intelligent systems").
AND ("Intelligent management model® OR “Intelligent management
framework"” OR "Intelligent management” OR "Intelligent enterprise" OR
"Intelligent agribusiness" OR "Intelligent agriculture" OR "Management")

AND ("microenterprise” OR "small enterprise” OR "small business" OR
"medium enterprise” OR "SME" OR "MSME") AND ("agricultural industries"
OR "agribusiness").

The following are the inclusion criteria used for selecting publications: CI-1 Publications in
scientific journals or conference proceedings whose titles are related to the research
guestion; CI-2, which included publications containing keywords that matched the search
string; CI-3, which encompassed publications whose abstracts, introductions, or conclusions
were related to the selected topic; and CI-4, which focused on publications published in the
year 2013. CI-5 Works in two languages: English and Spanish. The criteria that allow us to
discard publications that are not of interest for this work are: i) publications that do not meet
the above inclusion criteria, ii) publications in sites/journals of low recognition, and iii) all
duplicate publications.
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2.2. Selection process

To ensure the selection of relevant articles, the authors conducted a selection procedure in
three stages. Firstly, they eliminated duplicate articles and assessed the titles and keywords
of the remaining articles using search strings. Secondly, they evaluated the abstracts of the
candidate papers based on the inclusion and exclusion criteria. Lastly, they reviewed the full
texts of the selected papers from stage 2. The selection process resulted in the retrieval of
129 articles, of which 94 were selected after eliminating duplicates and evaluating titles and
keywords. From stage 2, 74 articles were selected based on their abstracts, and finally, 62
articles met all the eligibility criteria.

Digital Databases
ACM, Web of Sciencie, Scopus, Google
Scholar, IEEE ¥plore, Sciencie Direct,
(Ebsco).
{n =129 records)

Excluded {n =35 articles)
Stage 1 I a) Duplicate articles
b) Criteria not met

‘I_

After reviewing the title and keywords
(n =94 Récords)

Stage 2 - _— Excluded {m= 20 articles)
Inclusion and exclusien criteria not met

After reviewing the abstracts
(n =74 Records)

Excluded {n= 12 articles)

Stage 3 ———— | . - o
Inclusion and exclusion criteria not met

1 _I*_

After reviewing the full text
{n =52 Records)

Figure 1. Flow chart of the selection process.
2.3. Preliminary results

In relation to the inquiry on the application of Al in managing small and medium agro-
industrial productions, a total of 25 papers were selected, with 20 published in journals and
5 in conference proceedings. Figure 2 illustrates that Deep Learning (DL), Machine
Learning, and Artificial Neural Networks are the focus of research in countries such as the
USA, Brazil, and China (Fiehn et al., 2018), (Jagannath et al., 2019), (Davoudi Kakhki et al.,
2019), (Schulte et al., 2019), (Pinheiro et al., 2020), (Garcia & Vieira, 2008), (Das et al., 2021),
(S. Das et al., 2020), (Pereira et al., 2019). The utilization of CNNs for data analysis in 10T-
based smart agriculture systems and the development of decision support systems for
precision livestock farming were among the research findings.

It is followed by India and Israel, which have conducted loT studies with autonomous robots
and intelligent systems for management in agriculture MSMEs (Ram et al., 2020), (Joshi et
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al., 2017), (Heilbrunn et al., 2017), (Guo et al., 2020), (Li et al., 2018), (Stackpole, 2021).
The integration of robotics with Green loT gains further advantage with the collection of
spatial information data using visualization techniques. Furthermore, due to the high energy
consumption of 10T technologies, there have been efforts to develop energy-efficient 10T
solutions known as Green loT Technologies.

In addition, Canada, Switzerland, Ireland, South Korea, Morocco, Russia, and Belgium are
working on Big Data, Deep Neural Networks, and ML ((Neethirajan, 2020), (Groher et al.,
2020), (Stewart et al., 2017), (Kim et al., 2016), (Chiba et al., 2019), (van Witteloostuijn &
Kolkman, 2019). In precision livestock farming, Big Data, sensors, and ML methods have
been utilized alongside multimedia applications for precision agriculture (AP) and smart
agriculture (SM), and a K-Means algorithm has been integrated to identify multimedia traffic.

Articles

Figure 2. Countries that are working in the area of Al for small and medium agro-industrial
production.

In addition, 37 articles, of which 29 are in journals and 8 in congresses, deal with advanced
information technologies for the management of small agribusiness production. From
Germany, Belgium, South Africa, and China there are papers on the implementation of
intelligent sensing and monitoring cycles, analysis, and planning, as well as control of
agricultural operations through a cloud computing (CC) based event management system
(Carpio et al., 2017), (Roukh et al., 2020), (Wiseman et al., 2019), (Zhang et al., 2019).
Works from Belgium, Germany, Korea, Ecuador, and Turkey have used Data Mining (DM)
techniques (Park et al., 2017), (Benhamida et al., 2019), (C. P. Lopez et al., 2019), (Sen et
al., 2016). Some of these works proposed using big data and Data Mining to foster
partnerships in SMEs. In Korea, Spain, India, Bangladesh, and Italy there are works on loT
(Oliver et al., 2018), (Sanchez-Calle & Castillo Armas, 2022), (Kumar et al., 2021), (Talavera
et al.,, 2017), (Pandey et al.,, 2019), (Happila et al., 2020), (Toyeer-E-Ferdoush et al.,
2020),(Hajjaji et al., 2021). Some of these works suggested integrating loT and Big Data
technologies to develop real-world smart environmental applications that can monitor,
safeguard, and improve natural resources. The examined areas include smart agriculture,
smart environmental monitoring, metering, and smart disaster alerts. Furthermore, there are
research works from India and Brazil that center on cyber-physical systems (Martini et al.,
2019), (Neethirajan, 2020). Some of these works developed a computational model for
ubiquitous smart services in indoor agriculture. Also, from Panama and Indonesia, there are
works on blockchain technology to improve processes in the agricultural supply chain
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(Pradana et al., 2020), (Das et al., 2021), (Caballero & Rivera, 2019). Some of these works
use Blockchain modeling for traceability information systems in the coffee agribusiness
supply chain, or in an automated tomato maturity grading system using transfer learning.
Finally, in (Gezgin et al., 2017) analyze digital transformation (DT) in the context of supply
chain transformations. They conclude that by combining digital applications with operational
changes, companies can achieve substantial performance improvements that endure over
time, while also boosting supply chain performance in MSMEs.

Articles

m CC DM loT CPS BLOCKCHAIN

Figure 3. Countries with articles on advanced information technologies for small and
medium agro-industrial production (CC - Cloud Computing, DM - Data Mining, 10T -
Internet of Things, CPS- Cyber-Physical Systems, - Blockchain).

3. Analysis of the reviewed articles

The reviewed papers were classified into two categories: Al for data analysis of agro-
industrial production processes, and Al for the management of agro-industrial production
processes (supervision, monitoring).

3.1 Artificial Intelligence for data analysis of agro-industrial production processes.

(Cordeiro et al., 2022) recommended various deep neural network structures to develop soil
moisture prediction models. They applied KNN techniques to fill in missing data with values
that ensure a desired level of dependability. Moreover, they assessed the energy
consumption of nodes in the cloud. Analyzing data is essential for improving the production
chain, but the authors did not compare their results with other DL algorithms that could help
achieve more accurate predictions. (Sen et al.,, 2016) utilized satellite image analysis,
genetic algorithm, and convolutional neural network to develop a decision-making system
for precision agriculture and agribusiness. Their objective was to make optimal decisions in
agriculture using data analysis techniques. Nevertheless, they did not conduct case studies
on MSMEs in sectors as energy, high-tech, media, advanced manufacturing, and nuclear
power.

In their study, (Diaz-Gonzalez et al., 2022) recommend using ML-based models to estimate
soil quality, in order to analyze data of different dimensions on soil management and crop
conditions. However, they did not compare the use of different ML algorithms and
autonomous cycles of data analyses to improve crop conditions. (Suarez et al., 2022)
applied data mining techniques, specifically decision tree algorithms and random forests, to
detect various climatic factors and types of agricultural production, which allowed the
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identification of smart strategies for agriculture. However, the research challenges do not
include the exploration of alternative ML algorithms or other variables that could improve
agro-industrial production. (Gupta et al., 2022) and (Elavarasan & Vincent, 2020) utilized ML
approaches to forecast agricultural yields using an experimental dataset and utilizing
classifiers such as particle swarm optimization, support vector machine, K-nearest neighbor,
and random forest.

In the field of smart agriculture, authors like (Singh et al., 2022), (Emanuela et al., n.d.), and
(Luiz Carlos & Ulson, 2021) suggest the application of artificial neural networks and wireless
sensor networks to identify and manage pest infestation. By gathering data from sensors
installed in the field, insect behavior can be analyzed, making it easier to detect and control
pests. The next step in this research is to develop sensory circuits in agriculture that
integrate GPS and GSM technologies to determine the precise location of the infestation,
enabling prompt action to be taken to protect the crop and boost productivity. The study by
(Rehman et al., 2022) involved utilizing ML approaches to collect and analyze written data
from agricultural experts, which led to valuable information on present agricultural inputs for
farmers. To improve crop productivity, it is recommended to capture farmers' opinions using
voice recordings and various DL techniques. A DL classifier system was developed by
(Kundu et al., 2021) to advance the accuracy of seed quality testing by classifying seed
images based on texture, color, and shape. Healthy and diseased seeds from millet, pearl,
and maize were included in the training dataset. However, a challenge that needs to be
addressed is the improvement of DL’s potential to efficiently identify seeds from the bulky
pile gathered during harvesting.

Likewise, Data mining can be applied in organizations, using methodologies that define
business problems (Vizcarrondo et al., 2012). There are related works that have used Al
concepts, such as Intelligent Agents and ML, to improve the supply chain (H. A. G. Lopez &
Cisneros, 2017), (Meyer & Dykes, 2020), (Nylander et al., 2017), (Ericson et al., 2020),
(Ghobakhloo & Ching, 2019), or for image processing (Suarez et al., 2017), speech
recognition (Huang et al., 2015), among other uses. However, there is no evidence of works
in the area of Knowledge Engineering, Reactive Systems, Evolutionary Computing, Rule-
Based Systems, Case-Based Reasoning, Knowledge Representation Techniques,
Ontologies, Natural Language Processing, Multi-Agent Systems, among others, for the
management of small agro-industrial processes.

Figure 4 shows the use of ML techniques in data analysis for precision agriculture, soil
management and climatic factors, with 25% using convolutional neural network algorithms,
and 17% using decision trees and deep learning.
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Figure 4. used ML Techniques.

In general, the most used techniques are: Linear/Logistic Regression, Decision Trees,
Random Forests, Support Vector Machines (SVM), Artificial Neural Networks (ANN), K-
Nearest Neighbors (K-NN) and boosting techniques (e.g., XGBoost). Table 2 shows the
performance value reported in the literature in the field of agroproduction of each of the
techniques for three classic metrics to evaluate ML models. We can see that ANN and
XGBoos are the best techniques but Random Forests has very similar values. Now, if we
value interpretability, the Linear/Logistic Regression technique gives good results with high
explainability. If execution time were relevant, it would be Decision Trees.

Table 2. Comparison between ML approaches

Algorithm Accuracy F1-Score AUC-ROC
Linear/Logistic Regression 0.85 0.84 0.88
Decision Trees 0.78 0.77 0.80
Random Forests 0.92 0.91 0.94
SVM 0.90 0.89 0.92
ANN 0.95 0.94 0.96
K-NN 0.86 0.85 0.87
Boosting (XGBoost) 0.94 0.93 0.95

3.2. Artificial Intelligence for the management of agro-industrial production
processes.

(Luna et al., 2022) employed a genetic algorithm and a multi-criteria methodology to
enhance the feeding sequence during the fattening period in the aquaculture industry.
Despite this, the study did not consider the long-term planning needs of large aquaculture
farms. (Kamyshova et al., 2022) have proposed a technique to improve the crop irrigation
process, which consists of using a Phyto-indication system based on computer vision
methods and a trained neural network to determine the percentage of plant irrigation in the
irrigator's current sector. In (Nath et al., 2022), an loT-enabled sensor clustering device was
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developed to determine soil quality indicators such as moisture, corrosivity and key minerals
including nitrogen, phosphorus, and potassium.

Furthermore, (Shreyas & Narayana, 2022), (Cesar Flores, 2022), (Zhao et al., 2021)
handled image processing techniques for early recognizable evidence of plant diseases.
Several DL algorithms were applied. (Ghasemi-Mobtaker et al., 2022) use adaptive neuro-
fuzzy inference system methods and artificial neural networks to predict the energy
production, economic benefit, and global warming potential of wheat production. Also (Lima
et al., 2021), (Schulte et al., 2019), (Jiménez Cercado et al., 2020), (V. H. M. Garcia et al.,
2014), worked around behavioral monitoring of dairy cows, using Al techniques and DL
schemes for implementing computer vision techniques, and welfare monitoring, and
behavioral tracking systems.

The dairy, bakery, beverage, fruit, and vegetable industries can benefit significantly from Al
technology, according to (Addanki et al., 2022). The authors further suggest exploring 3D
printing and robotics to improve the manufacturing and service processes of food
companies. Another major challenge is the prediction of the expiration date of food present
inside the package with the help of sensors would help to know the spoilage of food and
prevent food-borne illnesses.

(Guisiano et al., 2020) and (Feij6 et al., 2021) developed a learning model that significantly
enhances the precision of weather forecasts over the short term to assist farmers in making
decisions. An architecture designed to tackle the difficulties associated with acquiring,
processing, and presenting large amounts of data, including real-time and batch data, and
monitoring agricultural operations via a cloud is suggested by (Roukh et al., 2020). In (Oliver
et al., 2018) applied ML technigues for land cover classification, which is important for
analyzing climate change and monitoring ecosystems. (Sharaf et al., 2019) (Sharaf et al.,
2019), used convolutional neural networks, to perform soil and climate change studies in
precision agriculture and agribusiness.

(Ramirez-Asis et al., 2022), (Reddy & Rajanna, 2022), (Arkeman et al., 2022), (Lakshmi et
al., 2022), and (Parasuraman et al., 2021) have developed Logistics Support Systems that
utilize 10T and Al to provide farmers with fast transportation of crops from fields to
consumers, which can help reduce cold storage fees and maintain crop quality. Future
research may explore the integration of other Al and ML technologies to address problems
such as storage and logistics management, supply chain management, and collaboration.

Artificial Intelligence Techniques

B Convolutional Neural Networks
Deep Learning
Computational Vision
Internet of things

Genetic Algorithms

3D Printing

B Robotics

Figure 5. Al Techniques.



36

Figure 5 shows the Al techniques for the management of agro-industrial production
processes, with 31% using convolutional neural network algorithms and 15% using
computational vision, other DL algorithms, and 10T, among others.

3.3 Case studies

The application of Al in MSMEs in the agricultural field has been recognized for its ability to
improve productivity, efficiency and sustainability. Below are some case studies that
exemplify how Al has been integrated into agricultural MSMEs:

o Farmers' Cooperative Society in Kenya: A smallholder farmers’ cooperative in Kenya
was facing challenges managing crops and forecasting yields due to climate variability.
To address this situation, the cooperative implemented the Al platform "Watson Decision
Platform for Agriculture” developed by IBM
(https://mwww.ibm.com/downloads/cas/OXZOVRAW). This tool uses climate, soil and crop
data to offer personalized recommendations on planting, irrigation and fertilization.
Results included significant improvements in agricultural decision-making, a 15%
increase in crop yields, and a 20% reduction in water and fertilizer use.

e Small Farm in India: A farmer in India growing rice and wheat was facing challenges
related to pests and diseases that impacted the productivity of his crops
(https:/iwww.computerweekly.com/news/365534904/How-Indias-Cropin-is-tapping-the-
groundswell-in-agritech). In collaboration with agritech startup “CropIn”, he implemented
an Al-based solution using satellite imagery and machine learning to monitor crop health
and detect problems early (https://www.cropin.com/es/about). Results included early
detection of diseases and pests, allowing for rapid response. There was also a 25%
reduction in pesticide use and an 18% increase in crop Yields.

¢ Vineyard in Chile: A small vineyard in Chile faced the challenge of optimizing irrigation
to improve grape quality and reduce water use. To achieve this goal, the vineyard
implemented an innovative Al solution developed by the Chilean company "Kilimo"
(https://kilimo.com/home-eng/). This platform uses data from soil moisture sensors and
weather forecasts to optimize the irrigation system. Results included a 30% reduction in
water consumption, improvements in grape quality leading to the production of higher
quality wines, and a reduction in operating costs associated with irrigation.

o Coffee Farm in Colombia: In Colombia, a small coffee farm had difficulties in properly
managing fertilization and timely detection of diseases. To address these challenges,
the farm implemented an Al-based solution provided by the company "Agrosmart"
(https://www.agrosmart.app/). This solution leveraged real-time data from field sensors
and image analysis to optimize fertilization and detect diseases early. The results
obtained included a 20% increase in coffee yield, a 15% decrease in fertilizer use, and
an improvement in coffee quality that facilitated entry into high-end markets.

e Vegetable Farm in Spain: a small farm dedicated to growing vegetables faced
challenges related to climate variability and efficient management of water resources.
To overcome these challenges, the farm implemented an Al platform developed by
"Prospera” (https://prospera.ag/), which uses climate and soil data to offer precise
recommendations on irrigation and crop protection. The results obtained included a 25%
decrease in water consumption, a 15% increase in vegetable yield, and an improvement
in resistance to adverse weather conditions.

These cases demonstrate that the integration of Al solutions can have a positive impact on

the productivity and sustainability of MSMEs in the agricultural field. Al technologies facilitate
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more accurate and efficient resource management, improved decision-making, and greater
ability to address climate and pest challenges. These improvements not only benefit farmers
but also contribute to strengthening sustainability and food security globally.

4. Discussion

In the articles reviewed, there are studies in Al for data analysis of the agro-industrial
production process and Al for the management of agro-industrial production processes in
the agribusiness sector, but in the MSME sector, there are few works related to the use of
Al techniques. Our challenge would be to use ML for the improvement of productive
processes in the MSME agribusiness chain. This section presents a summary of the articles
reviewed, according to their limitations and challenges.

4.1. Limitations of the work reviewed.

According to our review, platforms such as Customer Relationship Management (CRM),
Business Intelligence (Bl), Enterprise Resource Planning (ERP), Data Processing Systems,
and Applications & Products in Data Processing (SAP), are the most used in agribusiness
MSMEs. Few producers use intelligent data management techniques (Data Mining and Data
Analytics) and ML techniques (CNN, Support Vector Machines (SMV), Randoms Forest
(RF) and DL). In addition, there are other advanced information technologies, such as loT,
CC, smart farm architecture and cyber-physical systems (CPS), to consider (see Figure 6).

Among the limitations are a low investment in new technologies, rejection of changes and
innovative business models, few adaptations, which are very common aspects among
MSMEs. In addition, another limitation is the lack of real-time data acquisition and integration
of heterogeneous data sources for control-level automation for MSMEs.

In general, in MSMEs in the manufacturing industry, data is not used enough to optimize
processes. Some companies have implemented de facto "Industry 4.0 projects” but have
encountered problems such as reducing the amount of data sent to the cloud from the local
infrastructure. On the other hand, the introduction of IoT continuously generates large
amounts of data. Therefore, it is necessary to create an architectural model that combines
0T, edge computing, semantic web, and CC. However, I0T has other limitations or problems
that may hinder real-time monitoring, for example, security and connectivity. Finally, many
technologies are not mature enough, such as CPS and 3D printing technologies, to enable
the integration of communication networks, computational capability, intelligence, and
autonomy with physical processes. Combining Al with 3D printing technologies could
increase production throughput by reducing the risk of error and facilitating automated
design (Teran et al., 2017).

The current situation is due to the fact that most small agro-industrial producers lack
economic resources, or are insecure about innovating in new technologies, which leads
them to use traditional software. Modern technological innovations are incorporated into the
farming industry to improve decision-making and enhance resource management, known
as smart agriculture. Incorporating advanced technologies is essential for boosting the
efficiency of productive processes in MSMEs. These technologies include IoT, ML, CC,
augmented reality, Big-data, autonomous robots, additive manufacturing, 3D printing,
systems integration, and various other key technologies in the industry.
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Figure. 6. Trends in reviewed works on technologies for agro-industrial process
management.

In summary, predictive and diagnostic models for agro-industrial processes use various
methods and techniques to identify problems, predict outcomes, and make informed
decisions. These are some of the most common methods used in the literature. In the
development of diagnostic models, the most common were Decision Trees, Bayesian
Networks, Artificial Neural Networks and Rule-Based Systems. For the construction of
predictive models, the most common techniques were Linear and Nonlinear Regression,
Support Vector Machines, Random Forest, Deep Learning, and techniques for modeling
time series such as ARIMA (Autoregressive Integrated Moving Average) and SARIMA
(seasonal ARIMA). On the other hand, to build behavioral patterns, grouping techniques
such as k-means or DBSCAN have been used. Finally, some classic data analysis tasks
involve the exploration and cleaning of data as feature engineering processes. Also, Cross
Validation and Hyperparameter Optimization are classic tasks. Thus, all these techniques
have been adapted according to the specific needs, the nature of the available data and the
objectives of the analysis.

4.2. Challenges

Two primary areas of concern for future work are data analysis and management of agro-
industrial production processes. Each category of challenges is presented below.

4.2.1 Artificial Intelligence for data analysis of the agro-industrial production process.

With the increasing significance of extracting insights from data gathered from diverse
sources, data analysis has become an essential field. As a result, it is crucial to create tools,
approaches, and techniques to make their implementation simpler in different situations.
Particularly for production processes of agro-industrial MSMEs, an "Autonomic Cycle of
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Data Analysis Tasks" has been suggested for defining data analysis activities (Aguilar et al.,
2022), (Sanchez et al., 2020), (Sanchez et al., 2016).

Data mining can also be used in an organization (Company), with a methodology that
defines the company's problems that can be improved with Data Mining tasks. This
methodology can be applied when there are different sources of data and knowledge, and
their interactions are not well identified or defined (Sanchez et al., 2020). The
implementation of these methodologies in managing small-scale agro-industrial productions
would pose a challenge.

Processing data is a crucial stage in creating Data Mining tools within management models,
as noted by (Pacheco et al., 2014). A significant challenge would be to implement automated
data processing in the production processes of small agro-industrial MSMEs.

4.2.2. Artificial Intelligence for the management of agro-industrial production
processes.

The SLR shows very few studies on the use of Al techniques in small agribusiness process
management. However, they use information systems and business applications such as
CRM, ERP and BI. In addition, they use SB and proprietary applications such as SAP
(Sampaio & Bernardino, 2014).

Challenges include the development of Intelligent Systems for soil identification and
analysis. Also, the implementation of feature engineering processes suitable for the
automated Agri-Food sector, using advanced ML techniques to analyze local variables, with
a focus on reinforcement learning and with the variation of hybrid algorithms, such as, for
example, harvest time, cane age, precipitation (rainfall), climatic data, pest infestation,
weeds. infestation, planting time, planting type, cane stage, soil type, and economic return
of the site, among others (Elavarasan & Vincent, 2020).

Another task is to construct an ML-based model that can recognize plant diseases. An
automated system can be built to detect, identify, and treat plant diseases using a time-
series analysis of relevant variables. Another challenge is to record farmers' behavior to
increase crop yield. Their feedback and gestures will be analyzed using diverse DL
techniques. This would strengthen the analysis and yield more meaningful outcomes due to
the large level of input from agricultural experts (Rehman et al., 2022).

Al and ML can play a crucial role in solving issues pertaining to supply chain management,
collaboration, and warehouse and logistics management. Also, to enhance agricultural
productivity, it may be beneficial to establish autonomous cycles consisting of identification,
detection, and diagnosis, which can help determine the optimal time for harvesting crops,
selecting the best storage and distribution center, and identifying the most effective shipping
route, thus reducing post-harvest losses (Ramirez-Asis et al., 2022).

A technology of great interest and of little use even in the agro-industrial context is the
wireless sensor network (WSN). In Zhou, Z. (2023), the adoption of WSN technology is
suggested in smart agriculture. This technology allows the measurement of various
environmental parameters, such as humidity, temperature, soil moisture and soil pH, with
the purpose of improving the quantity and quality of crops. Likewise, Fang, J. (2022)
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explores environmental factors for precision agriculture, such as irrigation, monitoring, soil
qualities, and temperature. Particularly, he investigates crops using WSN technology and
highlights communication technologies and sensors for precision agriculture. Research
guestions examine WSNs' impact on agriculture, seeking answers through the study. Also,
the paper of Panda et al. (2021) proposes an agricultural monitoring system using a WSN
to enhance farming production and quality without constant manual oversight. Key factors
affecting plant productivity, such as temperature, humidity, and carbon dioxide levels, are
regularly measured. This system allows farmers and agriculture specialists to view real-time
readings online. If a critical change occurs, specialists notify farmers via mobile text and
email. Thus, continuous monitoring of environmental data helps farmers study optimal
conditions for maximum crop productivity, increased yields, and significant energy savings.
Finally, Nourkhah et al. (2023) analyze the role of sensors in precision agriculture. By
installing sensors and accurately mapping fields, farmers can closely study their crops on a
microscopic scale, achieving more efficient resource management and significantly reducing
their environmental impact.

On the other hand, an autonomous cycle for analyzing 10T variables in a production context
iS necessary to carry out a feature engineering process that involves extracting, merging,
and selecting variables to create data sets for knowledge models. The autonomous cycle
can also determine the ideal device placement for capturing the required process variables.
Autonomous Cycles allow a natural introduction of Al technologies in crop management
(Sanchez et al., 2016; Monsalve-Pulido et al. 2024). For example, an Autonomous
Computing for Manufacturing Processes framework has been proposed in the context of
Industry 4.0, which enables integration based on coordination, cooperation and collaboration
needs (Sanchez et al., 2020). This framework could be implemented in the agro-industrial
processes of small producers. Proper coordination among participants can enable the
autonomous generation of new products, error detection, and recovery from failures, among
other capabilities. Finally, the utilization of ML in agro-industrial production processes, and
the definition of datasets for use in knowledge models (predict, identify, etc.), are other
challenges.

Although significant progress has been made in the integration of Al in agribusiness, some
Al technigques, such as knowledge engineering and reactive systems, have not been widely
explored or adopted in this sector. Knowledge engineering focuses on the collection,
representation, and application of specialized knowledge to address complex problems. In
the agribusiness sector, this could encompass detailed knowledge of crops, agricultural
techniques and pest control. However, its application has been restricted and faces the
following challenges: i) Insufficient Knowledge Capture: Agribusiness often lacks systematic
efforts to capture the expert knowledge of farmers and agronomists. This is partly due to the
diversity and complexity of agricultural practices, which vary significantly by region, climate
and crop types; ii) Challenges in Modeling: The variability and complexity of the agricultural
environment make knowledge modeling a challenge. Systems based on rules and
ontologies can quickly become obsolete or ineffective with changing conditions; iii)
Interoperability: The integration of knowledge engineering systems with other Al systems
and agricultural technologies is complex due to the lack of standards and the diversity of
data and knowledge sources. Now, its incorporation will lead to impacts such as: i) Improved
Decision Making: Better capture and use of expert knowledge could significantly improve
real-time decision making in agriculture, such as for disease and pest management, and
optimization of irrigation and fertilization, ii) Training and Knowledge Transfer: These
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systems can facilitate the transfer of knowledge to new farmers and workers, improving
training and the dissemination of optimal agricultural practices.

In turn, reactive systems, which respond in real time to changes in the environment, have
great potential in agribusiness, particularly in applications such as crop monitoring and
irrigation management. However, its implementation also faces important challenges: i)
Technological challenges: In many rural areas, the technological infrastructure may not be
adequate to support reactive systems, which need a constant and solid connection; ii) High
costs: Reactive systems can be expensive to develop and maintain, making them difficult to
adopt by MSMEs, iii) Problems with real-time data: collection and processing real-time data
processing can be complicated due to the variability of terrain conditions and the lack of
suitable and inexpensive sensors. However, their use will impact the sector in the following
ways: i) Operational efficiency: Reactive systems have the potential to improve operational
efficiency by allowing immediate responses to changing field conditions, which will improve,
for example, detection of diseases or the need irrigation; ii) Waste reduction: By acting
quickly on issues they can help reduce waste and optimize resource use, which has a
positive impact on sustainability and operating costs.

The lack of studies and applications of techniques such as knowledge engineering and
reactive systems in agribusiness represents a lost opportunity to improve the efficiency,
sustainability and resilience of the sector. To address this gap, more research and pilot
projects are needed that explore how these techniques can be adapted and applied to the
specific challenges of agriculture. This includes improving technological infrastructure in
rural regions and training farmers in the use of advanced technologies.

4.2.3. Perspectives from agricultural economists and management experts.

It is possible to strengthen the analysis of the challenges and opportunities in the
implementation of Al in agroindustrial production by considering both the perspectives of
agricultural economists and management experts. This expanded approach allows technical
aspects to be addressed along with economic, organizational and social implications. For
example, from the perspective of Agricultural Economists is possible to consider:

e Efficiency and Productivity: The implementation of Al can optimize the utilization of
essential resources such as water, fertilizers and pesticides, leading to increases in
agricultural yields and, consequently, greater production. Agricultural economists can
measure these impacts by calculating how production is increased and associated costs
reduced,

e Impact on Markets and Prices: Improving predictability and efficiency can help stabilize
agricultural prices, reducing market volatility. Economists can develop models to
understand these impacts and anticipate how Al could affect prices both locally and
globally. Improving the quality and traceability of agricultural products using Al could
facilitate the opening of premium and export markets.

e Sustainability and Environment: Al can optimize the utilization of agricultural resources,
which could result in reduced waste and lower environmental impact. Economists could
calculate these effects in terms of economic savings and improved sustainability.
Implementing Al can promote more responsible agricultural practices, such as precision
agriculture and crop rotation, which contribute to improved soil health and biodiversity.
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Economists can evaluate how these innovations impact the long-term viability and
resilience of the agricultural sector.
On the other hand, the Management Expert Perspective can introduce:

¢ Change Management and Technology Adoption: To adopt Al, it is crucial to have a well-
trained workforce. Managers must create training and education programs for farmers
and agricultural workers, ensuring a smooth transition to the integration of new
technologies. The implementation of Al may encounter opposition among workers due
to fear of being replaced. Therefore, managers must devise strategies to counteract this
resistance, involving employees in the adoption process and clearly communicating the
benefits;

¢ Resource Management: To integrate Al, it is necessary to invest in technological
infrastructure, including sensors, drones and software. Managers must plan and budget
these investments, evaluating their profitability and return on investment. Technology
requires regular maintenance and updates. Managers must establish preventive
maintenance plans and ensure the availability of technical support,

¢ Innovation Strategies: Managers must promote an innovative culture within
agroindustrial companies, encouraging experimentation and implementation of new
technologies. And collaboration with universities, research centers and technology
startups can accelerate the innovation and adaptation of Al in agribusiness. Managers
must seek and establish these strategic alliances.

In general, these perspectives represent new challenges:

e Cost and Accessibility: For many agricultural MSMEs, the high initial cost of
implementing Al technologies can be a considerable obstacle. Thus, it is necessary to
implement subsidy programs and financing options that allow MSMEs to acquire
advanced technologies more easily.

e Data and Privacy: The handling and use of sensitive data can present problems
regarding the privacy and property rights of that data. Thus, it is necessary to establish
clear rules on data ownership and implement measures to protect personal and business
information.

¢ Interoperability and Standards: Differences in systems and technologies can complicate
the incorporation of Al due to a lack of interoperability. It is necessary to encourage the
adoption of open and compatible standards that facilitate integration and communication
between various technological platforms.

Thus, the incorporation of Al in agroindustrial production presents not only a technical
challenge, but also an economic, organizational and social one. Agricultural economists can
analyze economic and market impacts, while management experts can create strategies for
the effective and sustainable adoption of these technologies. This comprehensive approach
ensures that Al implementation not only improves productivity and efficiency but is also
viable and beneficial in the long term for all actors in the agribusiness sector.

5. Conclusions

This paper examines the use of Al techniques in aiding small agro-industrial producers, with
an emphasis on recent developments. The study utilized an SLR approach, which provided
a detailed description of the research outcomes. Scientific digital libraries were used to
retrieve 129 articles, and after eliminating duplicates, 74 articles were selected based on
their abstracts. Eventually, 62 articles met all the eligibility criteria and were included in the
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study. An important limitation of the study is that it only considered works published in high-
impact journals referenced in the repositories used in the search. That implied that they were
articles written in English. It does not include experiences that have not been recorded in
digital media, nor experiences narrated or reported in other languages or in low-impact
magazines or conferences. It is important to consider these biases when interpreting our
assumptions and conclusions.

is that you recognize potential gaps or biases in the review methodology (e.g., languages
included, publication bias). This helps reduce completeness assumptions.

During this study, authors from countries such as the United States, Brazil and China had a
higher production of articles focused on DL, ML and ANN, followed by India and Israel, which
have conducted studies on IoT with autonomous and intelligent robots. In addition, authors
from Canada, Switzerland, Ireland, South Korea, Morocco, Russia and Belgium are working
on Bigdata, Deep Neural Networks and ML.

The SLR found a limited number of studies exploring the use of Al techniques in managing
small agribusiness firms. Nonetheless, these firms utilize information systems and business
applications, including enterprise resource planning systems, customer relationship
management systems, and business intelligence tools (Sampaio & Bernardino, 2014). Now,
a limitation that we found is the non-use of WSN that allows capturing a lot of data from the
production process, which would allow producing high-yield crops at a lower cost. On the
other hand, it is necessary to educate and sensitize farmers, to facilitate a gradual change
in their way of thinking and encourage the adoption of smart technologies.

Regarding the relationship between agroindustrial production and Industry 5.0, the latter is
based on the integration of advanced technologies and human-centered approaches to
optimize the efficiency, sustainability and resilience of agroindustrial processes. These
technologies include Advanced Automation and Robotics, Al and Big Data, the Internet of
Things (IoT), and paradigms such as Sustainability and Circular Economy, Personalization
and Localized Production, and Worker Wellbeing. Industry 5.0 is applicable in sectors such
as Precision Agriculture, Smart Greenhouses and Blockchain in the Supply Chain. Thus,
this integration with agroindustrial production not only improves productivity and reduces
costs, but also promotes more sustainable and responsible agricultural practices, benefiting
producers and consumers. In that sense, there is still a lot of research work that delves into
these topics.

The joint incorporation of robotics and Al in agroindustrial production provides a series of
important benefits that can change the sector in terms of efficiency, sustainability and
productivity. Some of the ways in which these technologies complement each other to be
applied in agroindustrial practices are: Automation of Agricultural Tasks (Harvesting and
Seeding Robots, and Automated Seeding), Crop Monitoring and Management (Drones for
crop surveillance, Predictive Analysis, Optimization of Resource Use, Intelligent Irrigation,
among others), Pest and Disease Management (Early Detection and Selective Application
of Pesticides, Food Logistics and Processing (Sorting and Packaging, and Predictive
Maintenance), Improving Animal Welfare (Livestock Monitoring and Cleaning and
Automated Feeding), and Vertical Farming and Urban Farming (Autonomous Indoor
Farming Systems). The combination of robotics and Al in agribusiness production not only
improves efficiency and productivity, but also, drives sustainability by optimizing the use of
resources and minimizing environmental impact. These advanced technologies offer
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solutions to meet the current and future challenges of agriculture, guaranteeing a safe and
efficient food supply.

In general, the studies included in this article evidence a low use of Al techniques and ML
algorithms to improve production in MSME agro-industrial production chains. However, it
seems reasonable to assume that future solutions will need to implement ML techniques,
which may reside in the cloud to obtain the benefits of a truly connected and intelligent Al
ecosystem.
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Appendix B. Autonomous cycles of data-
analysis tasks for the automation of the
production chain of MSMEs for the
agroindustrial sector.
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Abstract: In this paper, we propose autonomous cycles of data analysis tasks
for the automation of the production chains aimed to improve the productivity
of Micro, Small and Medium Enterprises (MSMEs) in the context of
agroindustry. In the autonomous cycles of data analysis tasks, each task
interacts with the others and has different functions, in order to reach the goal
of the cycle. In this article, we identify three industrial-automation processes
within the production chain, in which autonomous cycles can be applied. The
first cycle is responsible to identify the type of input to be transformed —such
as quantity, quality, time, and cost—based on information from the
organization and its context. The second cycle selects the technological level
used in the raw-material transformation, characterizing the platform of plant
processing. The last cycle identifies the level of specialization of the generated
product, such as the quality and value of the product. Finally, we apply the first
autonomous cycle to define the type of input to be transformed in a coffee
factory.

Keywords: production-chain; agroindustry; autonomous computing; artificial
intelligence; data analysis; machine learning

1. Introduction

One of the great current challenges of Micro, Small and Medium
Enterprises (MSMEs) is to dynamically innovate to improve their
supply of goods, products, and services in order to respond to the
changing needs of the market [1,2]. In particular, several studies have
concluded that investment in innovation has a high impact on the
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competitiveness of organizations, which can lead to the introduction of
new products and processes. Thus, innovation is a means for
companies to adapt to remain in the market, considering available
resources.

Given the importance of innovation in MSMEs, and the
opportunities that currently exist to exploit data from organizations
and their contexts, data strategies can be defined to build models that
guide the automation process in an organization. One of these
strategies is the use of autonomous data analysis task cycles
(ACODATS) defined in previous works [3] that allow the generation of
knowledge models using different data sources for automation
management. An ACODAT is composed of a set of data analysis tasks
to achieve a given objective, such that each task has a specific role
[4,5,6,7,8]: some observe the system, others analyze it, and finally,
others make decisions to improve it. Thus, in ACODAT, there are
interactions between the data analysis tasks in order to achieve the
automation objective for which it was defined.

This paper proposes three ACODATs for the automation of the
production chain of MSMEs for the agroindustrial sector to improve
their competitiveness. These ACODATs allow automating the main
subprocesses that have previously been determined as vital to enable
the self-management of industrial automation of MSMEs in the
agroindustrial sector to improve their competitiveness. The first
ACODAT determines the type of input to be transformed in the
agroindustrial productive chain using information from the
organization and the context, the next ACODAT specifies the
technological level required in the transformation process of the
agroindustrial productive chain, and the last ACODAT establishes the
level of production specialization. This paper also includes a detailed
specification of the first autonomous cycle, which goal is the definition
of the type of input to be transformed, in the context of the coffee
factories. For the specification of the ACODATs, the MIDANO
methodology [4] was used, which allows the development of data
analysis applications and, in particular, the development of ACODATS.
The main contributions of this work are the following:

The specification of three ACODATs to manage agroindustrial
automation to improve the productive chains. These three
ACODATs automate the most relevant subprocesses to enable self-
management of industrial automation for MSMEs in the
agroindustrial sector.

A multidimensional data model to manage industrial automation,
which stores the necessary information of an organization and its
context.

A detailed description of the ACODAT to define the type of input to be
transformed in a coffee factory.

In the review of the existing literature (see section 2), it is
confirmed that the great gap is that industrial automation processes
have not been developed for the MSME sector based on integrated data
analysis tasks, but rather isolated tasks have been developed, some
using artificial intelligence techniques, to solve specific problems. The
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great novelty that this article proposes is that defines autonomous
cycles of data analysis tasks, which integrate these tasks with the
objective of allowing industrial automation of the production chain in
MSMEs.

The organization of the work is the following: related work is
introduced in Section 2. Afterward, in Section 3, the theoretical
framework of this work is introduced. In Section 4, the identification of
the agroindustrial processes of the production chains is described.
After, in Section 5, the definition of the ACODATSs is carried out. Section
6 presents the Multi-Dimensional Data Model for the autonomous
cycles and in Section 7, the instantiation of the ACODAT to define the
type of input to be transformed for the case of “Café Galavis” company
is described. Section 8 presents a comparison with previous works.
Finally, in Section 9, conclusions and future work directions are
presented.

2. Related Work

In this section, we present the main recent works related to this
paper’s approach, which are the definition of schemes for the
automation of agroindustrial production chains and the use of data
analysis tasks in the automation of agroindustrial processes.

The concept of agroindustry refers to the establishment of links
between companies and supply chains to develop, transform and
distribute specific inputs and products in the agricultural sector. As an
example, according to [9], in the raw sugar-cane cubes (in Spanish,
panela) production chain, the following activities are intertwined: (i)
agricultural production, (ii) transformation, (iii) intermediate and final
commercialization; and (iv) consumption. These tasks are carried out
by different production systems that are in different sectors of the
economy: agriculture, manufacturing, and services. As another
example, the structure of the coffee agroindustrial sector comprises five
activities: (i) agricultural production, (ii) processing, (iii) roasting, (iv)
marketing, and (v) export [9].

According to [10], a production chain is a relationship between
companies to connect the stages of supplying inputs, manufacturing,
distribution, and marketing of a specific good, where the different links
make agreements that condition and subordinate their technical and
productive processes. This relationship seeks to become competitive at
the national and international level, by strengthening the value chain
in organizations and increasing the added value of their products.
Finally, in general, according to [11], a production scheme includes the
following links: (i) producers of raw materials, (ii) transporters, (iii)
collectors, (iv) industrial processors, (v) distributors, and (vi) final
consumers.

On the other hand, in some agroindustrial sectors, smallholders
have applied Machine Learning (ML) techniques for land classification
to analyze climate change and monitor ecosystem service. Also, there
is a work about the processing of satellite images using artificial
intelligence methods (specifically, using a convolutional neural
network and a genetic algorithm) to convert the images into useful data
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for decision making, precision agriculture and agribusiness [12].
Another example is the utilization of ML methods to estimate land-
cover change [6]. Recently, computational-learning algorithms—such
as Support Vector Machine (SVM) and Random Forest (RF) —have been
used for automatic land classification with overall accuracy results of
86.5% [6] and 95.10%, respectively [13].

According to [14], technologies such as smart agents, Big Data,
Internet of Things (IoT), Cloud Computing (CC), ML, and data mining
aim to implement data and information exchange along a supply chain
[15,16]. In the sugar sector, a case study using a connection-block
algorithm and a multirelational data mining approach in a database of
this agroindustrial sector was analyzed in [17].

In [18], the authors present an intelligent monitoring application
for Industry 4.0, for a factory that operates in the agroindustrial sector.
The authors present a consumption management system based on the
widespread installation of sensors in production lines and the design
of software to access the data [18]. On the other hand, the use of
industrial robots in food manufacturing remains a challenge. Despite
the significant reduction in production costs in the last decades, its
adoption in food processing has been slow [19]. Finally, in [20], ML
algorithms (SVM, Boosted Trees and Naive Bayes) have been applied
to predict the severity of worker injuries in industrial processes; in
addition to the nature and cause thereof, with an accuracy of 92-98%
[20].

Borghesan et al. [21] provide an analysis of process and energy
industries, considering the different mechanical, sensing, situational
awareness, and decision-making tasks involved in the operation of
plants. Then, they map these tasks to possible autonomous systems,
and as part of autonomous system capabilities, they make a connection
to the adaptation of model-based solutions. Finally, they argue that
reaching higher and wider levels of autonomy requires a rethink of the
design processes for both the physical plants as well as the way
automation, control, and safety solutions are conceptualized. The paper
[22] analyzes the effect of smart manufacturing systems on
procurement processes by distinguishing between procurement tasks
that will likely stay in human hands and those that will be taken over
by intelligent systems. In addition, the paper presents an operational,
fully automated, and manufacturing-related procurement system. For
this, they begin by looking at the manufacturing-related procurement
types in the era of Industry 4.0 that may be performed by machines,
followed by the discussion of innovation-based procurement practices
that will require human input.

All previous works focused on the use of artificial intelligence
techniques in specific tasks (e.g., soil, climate, environment, and
humidity monitoring); however, this analysis is not applied to the
agroindustrial MSME sector. Likewise, they did not integrate into
autonomic cycles of data analysis tasks for the industrial automation of
the production chain. To overcome the restrictions found in previous
works, this article focuses on the definition of autonomic cycles for
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optimal decision making on industrial automation of production
chains of agroindustrial MSMEs to improve their competitiveness.

3. Background

This section presents the theoretical basis related to the field of
ACODAT, which consists of a set of data analysis tasks that act together
to achieve an objective in the process they supervise. The tasks interact
with each other and have different roles in the cycle. Also, this section
presents the methodology for the specification of data analytics tasks
(MIDANO), which is designed for the development of ACODAT for the
processes of any institution/company.

3.1. ACODAT

The main goal of ACODAT is to view business problems from a
data perspective [4]. The set of data analysis tasks must be performed
simultaneously for the purpose of achieving a goal in the monitored
process. This set of tasks is related to each other, and each task has a
different role in the cycle (see Figure 1): (i) to observe the process, (ii) to
analyze and interpret what happens in it, and (iii) to make decisions
about the process, which allow achieving the objective for which the
cycle was designed. This insertion of tasks in a closed cycle, allows
complex problems to be solved. The functions of each task are
described below [3,4].

Observation Tasks: They correspond to tasks that monitor the
process under analysis. They capture data and information that
describe the behavior of the environment, and eventually, they are also
responsible for their generation.

Analysis Tasks: These are a set of tasks whose purpose is to
interpret, understand and diagnose, from the data, what may be
happening in the context monitored by the cycle. This means that these
tasks build knowledge models about the dynamics observed by the
cycle.

Decision-making Tasks: This set of tasks is in charge of
implementing the tasks for decision making, leading to the
improvement of the process where the cycle is applied. These tasks
modify the dynamics of the process to improve it, and their effects are
again evaluated in the observation and analysis stages of the cycle,
restarting a new one.
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IENS

Figure 1. ACODAT task.

Observation tasks monitor and collect data and information about
the monitored system or environment. This collected information is
interpreted by the analysis tasks, to understand what may be
happening in the system. Finally, according to the analysis carried out
before, the decision-making tasks determine the activities to improve
the system. Observation tasks monitor and collect data and information
about the monitored system or environment. This collected
information is interpreted by the analysis tasks to understand what
may be happening in the system. Finally, according to the analysis
carried out before, the decision-making tasks determine the activities
to improve the system. It is a closed loop, where the supervision
process is permanently carried out on the system under study.

ACODAT was suggested in [3], is based on concepts put forward
by IBM in 2001 [23,24] and has been implemented in areas such as smart
classrooms [25], telecommunications [26], Industry 4.0 [7], and smart
cities [4]. ACODAT is based on the paradigm of autonomic computing
[8, 27, 28], with the purpose of providing autonomic features to systems
using smart control cycles. In general, an ACODAT requires:

A multidimensional data model to store the data collected to
characterize the behavior of the context, which will be used by the
different data analysis tasks.

A platform to integrate the technological tools required by the data
analysis tasks.

The ACODAT concept has been successfully used in different
fields, but it has not been applied to the processes of the agroindustrial
MSME production chain. This will enable MSMEs to have autonomous
management of their production processes.

3.2. MIDANO



MIDANO is a methodology for the development of applications
based on data analysis for any organization [4], which is composed of
three phases:

Phase 1. Identification of data sources for the extraction of
knowledge about the organization: This phase performs knowledge
engineering about the organizations, particularly its processes and its
experts. This information is useful to define the objective of the
application of data analysis in the organization. Likewise, the
autonomous cycles with their data analysis tasks are designed.

Phase 2. Data preparation and processing: This phase prepares
the data to be able to apply data analysis tasks to the problem under
study. To do this, operations are performed on the data, such as
extraction and transformation of each of the variables associated with
the problem. In particular, a feature engineering process is carried out
that analyzes the variables to define the variables of interest and
prepare them (for example, cleaning, transforming, and reducing
them). Finally, in this phase, the multidimensional data model of the
autonomous cycles is designed, which is the structure of the data
warehouse.

Phase 3. Development of data analytics tasks: In this phase, the
data analysis tasks of the autonomous cycle are implemented. Each of
them generates a knowledge model (for example, predictive,
descriptive, or diagnostic models) required by the cycle. Subsequently,
these tasks are integrated to form the autonomous cycle. This phase can
use existing data mining methodologies for the development and
validation of data analysis tasks.

4. Definition of Autonomous Cycles for the Agroindustrial Sector

This section analyzes the agroindustrial production chain of
MSMEs, using the MIDANO methodology, to define the processes in
which the autonomous cycles will operate to improve their
competitiveness. The tables used in this section are defined by
MIDANO.

4.1. Application of MIDANO to the Agroindustrial Production Chain of
MSMEs

Table 1 summarizes the use of the MIDANO to analyze the
agroindustrial production chain of MSMEs.

Table 1. Use of MIDANO phases for Industrial Automation Processes.

Phase Use

Analysis of the production chain in the agroindustrial to improve their
Phase1  competitiveness. To this end, this research proposes ACODAT to improve
industrial production.
Phase 2 Identification of data sources (e.g., quantity, quality, time, and cost).
Implementation of autonomic cycles for the automation of the production

Phase 3 . .
chains in agroindustry.

4.2. Agroindustrial Production Chain of MSMEs
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Based on an analysis of agribusiness, it is possible to establish the
macro conditions under which the production chains operate. In
general, there is a wide range of activities and, therefore, actors that are
part of a chain. It is, therefore, necessary to clearly establish the limits
of the production chain and define its operating structure by
establishing a model. The work [29] proposes a production chain model
(see Figure 2), the basis of our proposal.

Producers of
Conveyors Collectors
raw materials | = Y —

J

Final Distributors industrial
{—

{—=

consumer or Marketers processors

Figure 2. Production chain links (source: United Nations Industrial
Development Organization).

In this context, Nonaka [30] has defined a scheme of the
production chain and its main actors (see Figure 3).

production chain environment

Production chain: actors, relationships, actions.

Production gmmmd Transformacion gummd Marketing <ummp Consume

‘— Chain support service =
(inputs, i services, etc.)

Political, environment, culture...

Figure 3. The production chain and its actors (source [30]).

As a starting point from such a model, it is necessary to
understand the framework of production chains and establish how
they are conceived, what their constituent elements are, and what
characteristics they should have. The steps to follow to properly model
a production chain are summarized below [31,32].

Establish the links in the production chain (defined by the blue arrows
in Figure 3).

Determine the segments that make up each of the links in the
production chain by using segmentation instruments and their
corresponding variables.

Represent the material and capital flows that take place in the chain.

Establish the institutional and organizational environment of the chain.

The above activities must be accompanied by a validation by the
chain actors. For the construction of the proposal, 15 experts from the
MSME agribusiness sector validated each of the links in the production
chain. Figure 4 shows our proposal of an Agroindustrial Production
Chain for MSMEs.
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Organizational Environment: Public or private entities that support the chain.

$ & & & 3 B I 3 3 I ¥ I

—p p —> —>
roducers
Input and/or Industrial Wholesale/
liers. Transformer. :
suppliers T Growers. T T Retail Trader.
4um 4um 4=

* #+ #4 o+ 4+ 4+ <+ 4+ 4+ <« <+ H

Institutional Environment: Norms, Laws and Rules that regulate the chain.

T Transactions. _ Capital Flow. > Flow of Materials ,&ﬁ Information Flow and/or
and/or Products. Support Services.

Figure 4. Our Proposal of an Agroindustrial Production Chain for MSMEs.

Our proposal has four processes (see Table 2): Input Suppliers,
Producers and/or Growers, Industrial Transformer and Marketing.

Table 2. Processes in our agroindustrial production chain.

Process Examples
Suppliers of Input Irrigation systems, organic and inorganic fertilizers, certified
Materials seeds.

Land tenure, area, labor force, technological level, degree of
specialization, market share, working capital, forestr
Producers and/or Growers P . . g, p y
support services, agricultural support activities, post-harvest
activities, seed processing.
Size of the property, labor force, type of input to be
rocessed, quali arameters, technological level, the
Industrial Transformer P 9 P &
added value of the product, market scope and coverage,
level of specialization of the business.
Stockpiling and Distribution. Storage, Classification,

Wholesaler/Retail
olesaler/Retailer Standardization, Packaging and Transportation.

In what follows, each process is described [91,7,29,33,34]:

Input Suppliers: the entities that provide or supply certain products or
services to companies for their use, for example, agrochemicals
and packaging.

Producers and/or Growers: this process is in charge of the harvest and
post-harvest preparation. It must consider, among other things,
the workmanship, the forestry support services and post-harvest
activities.

Industrial Transformer: this process transforms or adapts the inputs
for the materialization of the intended products or services. It must
consider, among other things, The type of input to be transformed,
the technology required for the transformation, etc.

Wholesaler/Retailer Commercialization: this process is the
distribution of products or services to the market. It must consider,
among other things, stockpiling and marketing.

Each process of the Agroindustrial Production Chain of MSMEs
has different subprocesses, which should be prioritized according to
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whether data analysis tasks can be used and what its relevance is to
improve the competitiveness of an MSME in the agroindustrial sector.
We identify 15 subprocesses, listed in Table 3.

Table 3. Subprocesses in the Agroindustrial Production Chain of MSMEs.

Process Subprocess ACRONYM
Certified seeds SCS
Input Organic and inorganic fertilizers AOQEI
suppliers Primary, secondary and tertiary packaging EPST
Applications of agrochemicals in particular and
s AAPF
fertilizers.
Workmanship MOEP
Producers .
and/or Forestry support §e%‘\f1ces SAAF
Post-harvest activities APAC
rowers Technological level NTAP
Type of input to be processed TIAT
Industrial Transformer technology level NTAT
transformer Market reach and coverage. ACDM
Level of business specialization. NEDN
. Stockpiling ACOP
Wholesal?r/.reta_ller Leveling NIVE
commercialization oo
Distribution DIST
4.3. Prioritization of Subprocesses of the Agroindustrial Production Chain of
MSMEs
A prioritization table has been used to select the subprocesses. The
criteria to evaluate the relevance of the subprocesses were defined
according to the importance of each subprocess in the MSME
Agroindustrial Production Chain, and the possibility of performing
data analysis tasks. Thus, these values determine the level of
importance of each subprocess (see Table 4).
Table 4. Evaluation metrics.
Meaning Weight
Subprocess is not important 1
Subprocess is slightly important 2
Subprocess is important 3
Subprocess is very important 4

For the construction of the prioritization table, 15 experts in the
MSME Agroindustrial sector, and 10 research professors rated each of
the criteria. In the result, each of the answers provided by them was
averaged. The results are shown in Table 5, where the columns with the
numbers in red represent the subprocesses with the highest priority
(they represent the highest scores), for which the ACODATs are
proposed in this work.

Table 5. Prioritized subprocesses by experts.



63

Processes,
Weight] Evaluation Criteria Input suppliers. p'“:;::;:"q’" Industrial Transformer., wm;‘:"f
5c5 | A0E| | epsT] AapF| moER] saaF | Apac|nTap|TIAT | NTAT| AcOM| NEDN | AcOR| NIVE| DIST
Rel e to Prod uction L
4 |thefacorsinvolvedin the process arecharacterised. 4 3 2 4 3 3 4 4 4 4 4 4 3 3 4
4 |the usesand functions of the materislsand tools used are distinguished 3 4 3 4 2 2 4 4 4 4 4 3 2 3 3
4 i ion and § led; isidentified 2 3 3 4 2 3 3 4 4 4 4 4 2 3 4
4 |Production, service and support processes areidentified. 2 4 3 4 3 4 4 4 4 4 4 3 2 3 4
4 |Environmental respansibility, good useand conservation of biodiversity. 3 4 4 4 2 4 4 E 4 4 4 4 2 3 3
4 |Machinery capacity. 2 3 4 4 2 3 3 3 4 4 3 4 3 3 2
4 |Accessibility to technology. 3 3 4 2 2 3 3 4 4 4 4 4 3 3 4
4 |Skilled Lsbour (R and Availability). 4 3 3 2 4 2 3 4 4 4 4 4 3 3 4
4 |ldentification of suppliersof rw materials and inputs (national, international origin). 4 4 4 3 2 3 3 2 4 4 4 4 4 3 4
Relevance for performing data analysis tasks.
4 |How many internal orexternal sources of information exist datsbases, Excel sheets, reports 3 3 4 3 3 3 3 4 3 4 4 4 4 3 4
4  |What level of access you have to information. 4 3 3 4 3 2 4 4 3 4 4 4 4 3 4
4 |Level of use of computer to 5, excel, power point, etc). 2 3 3 3 3 2 3 4 3 3 4 3 4 3 4
4 |Frequency of information co on at this stage of the process. 3 3 3 3 3 3 3 4 3 3 4 4 4 3 4
Tol EHIEIEIREBE EIREIR IR BRI EE
Weighted tol. 36| 3% 37| 3 7 33| 3! I/ |42 4 38 41 37| 3|38
Processes
Input Suppliers Producers and/or Industrial Wholesaler
Wei P PP Growers Transformer / Retailer
htg Evaluation Criteria
S A|E|AIM|S|A|N|T|N|J]A|NJA|N|D
C O|P|IA|JOJA|P|T]|I|T C E | C I I
S E|S|P|E|A|A|A|]A|J]A|D|D|J]OJ|V]S
I|{T|F|P|F|C|P|T|T|M|N|P|E]|T
Relevance to Production Management
the factors that intervene in the
4 process are characterized. 41312143 ]|3]|]4|4]|4]4]4 4 [ 3|3 ]4
the uses and functions of the
materials and tools used are
4 distinguished 3141131 4 2 2 4 4 141 4 4 3 2 313
information and knowledge
4 management is identified 213131412 |3]|3[4|4]4] 4 4 23 ]4
Production, service and support
4 processes are identified. 21413143 |4]4|4]|4]4] 4 3 12]13]4
Environmental responsibility, good
use and conservation of
4 biodiversity. 314 (4] 4 2 4 4 3 4|1 4 4 4 2 313
4 Machinery capacity 213|411 4 2 3 3 3 4 4 3 4 3 312
4 Accessibility to technology. 313 |4]2 2 3 3 4 4 4 4 4 3 3|4
Skilled Labor (Requirement and
4 Availability) 413 (3] 2 4 2 3 4 14| 4 4 4 3 3|4
Identification of suppliers of raw
materials and inputs (domestic,
4 international origin) 441413121332 [4]34 4 4 14|34
Relevance for performing data analysis tasks
How many internal or external
sources of information exist:
4 databases, Excel sheets, reports, etc. 313|413 3 3 3 4 3 4 4 4 4 314
What level of access do you have to
4 the information 413|314 3 2 4 4 3 4 4 4 4 3|4
Level of use of computer tools
4 (Words, excel, power point, etc.). 21313 3 3 2 3 4 3 3 4 3 4 314
Frequency of information gathering
4 at this stage of the process 3131313333 [4|3]3]4 4 [ 4|3 ]4
3
Total unweighted 9 | 43 | 43 | 44 [ 34 | 37 | 44 | 48 | 48| 50 | 51 | 49 | 40 | 39 | 48
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Weighted total

From the above table, the subprocesses “Type of Input to
Transform”, “Transforming Technological Level” and “Business
Specialization Level” were the highest prioritized.

5. Definition of Autonomous Cycles of Data Analysis

Figure 5 presents the ACODATs of the prioritized subprocesses, to
allow an autonomous coordination of the industrial-automation
process of MSMEs (ACPCPA-000)

ACPCPA-000

General

ACPCPA 001 & | @

Type of Input to Transform

ACPCPA -XXX £ ] ACPCPA-002 3 |

Other Subprocesses Technological Level
Transformer

ACPCPA-003 g |

Level of Specialization
of the Business

Figure 5. ACPCPA-000: Autonomous cycles of the prioritized processes of
MSMEs.

The objective of ACPCPA-000 is the self-management of the
industrial-automation of MSMEs within the agroindustrial sector to
improve their competitiveness. To achieve this objective, we propose
three ACODATs:

ACPCPA-001 (Type of Input to Transform): This cycle is
responsible for obtaining useful information to identify the type of
input to transform in the agroindustrial production chain, such as
quantity, quality, time (seasonality and durability), cost, etc., based on
information from the organization and the context.

ACPCPA-002 (Transforming Technological Level): This cycle is
responsible for obtaining useful information to identify the
technological level required in the transformation process of the
agroindustrial production chain, such as identifying the raw material
transformation processes and selecting the technology for processing.

ACPCPA-003 (Business-Specialization Level): This cycle is
responsible for obtaining useful information to identify the Business-
Specialization Level of the production, such as the specific customer
sector to cover (target market), the quality of the product, etc.

5.1. Specification of the Autonomous Cycles for the Type of Input to
Transform
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In this section, we detail ACPCPA-001, which obtained the highest
score in the prioritization. This autonomous cycle determines the type
of input to transform. Mainly, this cycle is composed of four tasks (see
Figure 6). Table 6 shows the general description of each task of this
autonomous cycle.

ACPCPA-001

Transformer Input Type Tasks.

1 Task: Quantiiy.E

Quantity of Inputs

2.Task: Quality 3 | 3 Task: Time. I |

Quality of supplies Time (Seasonality and
. Durability).

l—l

4 Task: Cost. = |

Input Cost

Figure 6. Tasks of ACPCPA-001.

Table 6. Description of ACPCPA-001 tasks.

Task Name Knowledge Models Data Sources
1. Determine the amount of input to .. Production demand,
p Predictive Model
transform. customers.

2. Determine the quality of the
input to be processed.

3. Determine the time (Seasonality

and Durability) of the input tobe  Predictive Model = Annual demand.

transformed.
4. Determine the cost of input to be
transformed.

Predictive Model ~ Operating Costs.

Inputs used on the farm,
Diagnostic Model  cultural practices, storage,
and transport services.

Task 1. Quantity of Input to be transformed: This task identifies
the raw materials required to produce the product to satisfy customer
demands. Its objective is to identify the historical evolution, yields and
alternative uses of the product, etc. This task uses a predictive model to
determine the amount of input to be transformed.

Task 2. Quality of Input to be processed: This task identifies the
quality of the inputs. Its quality affects the quality of the products and
depends on the cultural practices and storage and transport services
used, among other things. This task uses a diagnostic model.

Task 3. Timing (Seasonality and Durability) of the Input to be
processed: This task identifies the factors related to timing. For
example, seasonality because many raw materials or inputs are only
produced during certain times of the year. Also, the durability of the
raw materials and inputs used because some are perishable. For this
task, a predictive model can be used.
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Task 4. Cost of the Input to transform: This task determines the
cost of raw materials or inputs, to determine if it is low enough to
contribute to the production profitability.

The first task predicts the quantity of raw material to be
transformed, which is the input of the second task to diagnose its
quality. The next task uses the result of the previous task to predict its
durability, as it can be perishable or seasonal. Finally, the last task
predicts the cost of that raw material.

5.2. Specification of the Autonomous Cycles for the Transformer Technology
Level

The Autonomous Cycle for the Transforming Technology Level
(ACPCPA-002) has as its main objective the characterization of the
technology to be used to transform the raw material or input. In
general, this autonomous cycle is composed of three tasks (see Figure

7). Table 7 shows the description of each task.

ACPCPA-002

Transforming Technology Level Tasks.

1 Task: Plant Characterization$:|

Characterize processing plant.

l

Process identification

Selact technology
| dentify raw material fransformation processes for processing
of raw materials

2 Task: $:| 3 Task: Technology selection. E

Figure 7. Structure of the ACPCPA -002- Transforming Technology Level.

Table 7. Description of ACPCPA-002 tasks.

Name Task Knowledge Models Data Sources
Location, the exclusivity of the
1. Characterize the . remises, access roads, structure
Classification Model P

processing plant.

2. Identify raw material

transformation Prescription Model
processes.

3. Select technology for Classification or
processing. identification Model

and finishes, lighting,
ventilation.

Phases (collection and
production), transportation and
storage, sources of supplies,
availability of labor, availability
of infrastructure, cost of land
and raw material, quality
standards.

Type of production process
(made-to-order or job, batch,
mass, and continuous flow).

Task 1. Characterize Processing Plant: This task

identifies and

classifies how the MSMEs work through the identification of essential
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elements that allow the management and control of the production,
such as location, edification, access roads, structure and finishes,
lighting, and ventilation. This task uses classification models.

Task 2. Identify raw-material transformation process: This task
identifies the raw material or input transformation process (collection
and production). This process is related to distances to input, location
of the different processing plants, ease of transportation, availability of
labor, availability of infrastructure, and cost of land, among other
things. It also manages inventories, due to the seasonal and perishable
nature of certain raw materials, storage capacity, inventory financing,
for which it can use a prescriptive model.

Task 3. Select technology for processing: This task identifies the
technology for processing raw materials or inputs to satisfy the
demand. Its objective is to identify the technology dedicated to
production. For that, it must select the type of production process, such
as on-demand, batch, mass, and continuous flow. This task uses a
classification or identification model to select the type of technology for
the production processes to be transformed.

The first task identifies the production process to be carried out in
the MSME using a classification model; from there, the next task
prescribes the transformation process of the raw material. Finally, the
last task selects the processing technology for that raw material using a
classification or identification model.

5.3. Specification of the Autonomous Cycles for the “Business-Specialization
Level”

The Autonomous Cycle for the Business-Specialization Level
(ACPCPA-003) has as its main objective the characterization of the final
product (target market, quality, and value of the product). This cycle is
composed of two tasks (see Figure 8). Table 8 shows the description of
each task.

ACPCPA-003

Business Specialization Level Tasks

1 Task: Knowledge. E 2 Task: Product. E

Product knowledge. Product quality and value.

Figure 8. Structure of the ACPCPA-003 Business Specialization Level.

Table 8. Description of ACPCPA-003 tasks.

Name Task Knowledge Models Data Sources

1. Identify product Classification or Demand needs,

knowledge. identification Model markets.

access

to
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2. Determine the quality and

value of the product. Diagnostic Model =~ bromatological

quality
management in production.

Hygienic-sanitary quality and

Task 1. Identify product knowledge: This task identifies
knowledge of the target market of the product. It defines the needs of
demand and is the means to access sophisticated international markets
with greater value added. Its objective is to acquire knowledge of the
relationship of the product with a target market. This task uses a
classification model to identify knowledge of the product.

Task 2. Determine the quality and value of the product: This task
identifies the quality and value of the product in terms of hygienic-
sanitary quality management in production and quality management
in production. This task uses a diagnostic model.

In this ACODAT, the first task identifies the target market of the
product using a classification model; and from that identification, the
next task determines the quality and value of the product using a
diagnostic model.

6. Multidimensional Data Model for the Autonomous Cycles

This section defines the multidimensional data model for the
above autonomous cycles. The multidimensional data model is defined
in Figure 9.

j Product_Dimension _j Planning_Input_Converting J Dimension_Organization
J cost_dimension B Cannpos: A 73 Campos: & &8 Campos "
B3 Campos: " product_id plan_id orgarization_id
cost_id b name Fiame
supgly location product_id oiganization_type
ime Dimension jequest sele'.;;:me t organization_id Hindices
Sleeemen " purchase_cos indivicual_id i
B3 Canpos: - ospolial.sask rukiorml_vakies indices Forganzal
lime_id Peost_id secondary_products individual M
‘dem}leky qually_id arganizat
| - !: | id_quantiy product_id
ranspert_time tie_id Pplan_id 7] Person_dimension
shotage_time: cost_id v
(indices (Bindices: 8 Eunpor "
Ttime_id Pid_praduct vl 4
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Figure 9. Multidimensional Model.

The model in Figure 9 includes different data sources (e.g., about
the raw materials, the production process, the context (market, etc.)).
Data are grouped in different dimensions of the data model, depending
on their characteristics. The multidimensional data model is a star
model that has a fact table (Planning-Input-Converting) and three
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main dimensions (product, organization, and person). In turn, the
product dimension is composed of the dimensions of quantity, quality,
time and cost. Finally, the person dimension is made up of the client,
seller and employee dimensions. Each dimension is described below.
The dimensions are as follows:

Product Dimension: Stores product data (e.g., location, selling price,
production cost).

Quantity Dimension: Stores data on the quantity of raw materials
required to satisfy demand, for example, historical evolution,
yield, and alternative uses.

Quality Dimension: Stores data on the quality of raw materials or
products, and the information related; for example, inputs used on
the farm, cultural practices, storage and transportation services,
and quality controls established.

Time Dimension: Stores time data of raw materials or inputs
identifying the various factors related to time, for example,
seasonality, durability, and storage time.

Cost Dimension: Stores data on the cost of raw materials or inputs; for
example, supply and demands, opportunity cost, logistic services,
government interventions, alliances with producers and
contracting standards in the area.

Organization Dimension: Stores company or organization data; for
example, name, address, and type of organization such as
producers, suppliers, processors, transporters, warehousing,
financial, marketing and distributors.

Person Dimension: Stores individual data; address, phone, and email.

Client Dimension: Stores client data (e.g., type and frequency of
demand).

Seller Dimension: Stores seller data (e.g., type of product to sell).

Employee Dimension: Stores Employee data; for example, the type of
employees such as producers, coordinators, or operators.

Thus, the Planning-Input-Converting is the fact table of the
multidimensional model, which stores the information generated by
the ACODATs (the measures that are being analyzed) and the keys to
join each dimension table.
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7. Case Study of Café Galavis

For this case study, this section presents the experimental context
and the instantiation of ACPCPA-001 (Type of input to be processed).

7.1. Experimental Context

The raw material to be processed is a key element in the
agroindustrial sector. The processing must deliver to the market a
product that has an acceptable quality, in an adequate and sufficient
quantity for the chosen market, in a time that allows covering the needs
of the demand, and at a reasonable and competitive price.

In this case study, we use data from the company “Café Galavis”,
located in the industrial zone of the city of Cacuta, Colombia. This
operation is dedicated to the roasting and distribution of coffee.

To illustrate the functionality of ACPCPA-000, this case study
analyzes ACPCPA-001 according to the following scenario. The coffee
beans enter the factory in a process called “reception of the beans” with
70 kg bags and are stored in optimal conditions complying with the
quality standards of the market to which the product is directed
(ambient temperature between 20 °C and 25 °C and humidity between
10% and 12%). The coffee is stored in the warehouse, in green beans,
and classified according to various criteria, mainly size and density.
The beans are measured by passing them through a sieve to classify the
size, a process called “storage and weighing”, which is a large and
adequate place to protect the raw material from the sun, wind, water,
animals, odors, dust and dirt. Once the coffee has been processed and
classified into qualities, it is packaged into 60 kg sacks, which is an
international standard.

Depending on the orders or demand, the quantity for the
production order of the day is then weighed. Once the above is fulfilled,
the beans are dehydrated until they reach the required point, through
the application of heat, which causes several physical changes and
chemical reactions that develop the aroma and flavor. During the
roasting process, the temperatures that the coffee beans reach are
around 193 °C for a light roast, close to 200 °C for a medium roast, and
close to 218 °C for a dark roast. This allows processing 280 kg in 20 min,
that is to say, a production capacity of 60,000 pounds per month.

The coffee then goes through the cooling process that consists of
activating the system for a period of approximately 5 min; through an
air-suction system, coffee is elevated to three meters high, producing
the first cleaning of the pure grain. Next is the milling process, which is
carried out through two types of mills, in which one part is processed
in 75% in the granulating mills and the other in the fractional mills in
25%. The milled grain is then mechanically conveyed through special
ducts. A second cleaning of the coffee is carried out by means of a
vibration system, separating it from the remaining particles.

The milled grain enters the hoppers of the packing machines
dosing the product according to its presentation, according to its
weight previously selected, and programmed by portions of 2500, 500,
250, 125, 50 and 25 g. Thus the process is finished in perfect conditions.
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The finished product is placed on plastic pallets where the process
of control, coding and sealing of the packaging is carried out. Once the
coffee is in inventory, it is taken by carts to the finished product
warehouse. It is then delivered to the team of distributors who are in
charge of delivering it to the final consumer.

7.2. Instantiation of ACPCPA-001 (Type of Input to Transform)

The instantiation of ACPCPA-001 should consider, for example,
the quantity, quality, time, and cost of coffee beans used in production.
The following steps describe how ACPCPA-001 has been instantiated
for this case study.

Task 1. Input quantity task: The first task consists of automatically
determining the quantity of coffee beans, for which a prediction model
is used. The prediction model is built with historical data found in the
company’s software. The prediction model uses variables such as
surface area, evolution, yield, ambient temperature, and humidity. An
example of the results of the prediction model is shown in Table 9. Two
cases of this task are described below.

Case 1: For storage of 110 bags of green coffee beans, the model
estimates that it should have a temperature of 25 °C and humidity of
14%. The recommendation is that green beans be stored between 20 °C
and 25 °C. In this case, Task 2 can be carried out because storage is
maintained at the desired levels.

Case 2: For 150 bags stored, the model estimates the ambient
temperature of 18 °C and humidity of 15%. As the recommendation is
a temperature between 20 °C and 25 °C and humidity between 12 and
14%. Given that the temperature and humidity conditions for storage
are not favorable, in this case, a warning is generated to the
warehouseman to take the appropriate decisions.

Table 9. Predictions generated by the first task.

. . Ambient Humidit
Winery Week Quantity (Bags) Temperature °C o, y
Bod_01 Week 1 100 20 12
Bod_01 Week 2 120 22 13
Bod_01 Week 3 150 18 15
Bod_01 Week 4 110 25 14

The first task predicts the amount of coffee to be transformed
according to the contextual conditions. For the first case, it is expected
that 110 bags of green coffee beans can be processed/transformed, and
for the second case, 150 bags can be processed.

Task 2. Input-quality task: The second task uses a diagnostic
model based on historical data from raw-material sale websites. The
diagnostic model uses variables such as inputs used, acidity, aroma,
cultural practices, storage, and transportation services used and quality
controls. An example of the results of the diagnostic model is shown in
Table 10. Two cases of this task are described below.
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Case 1: It is recommended that green beans have a pH of acidity
between 4.9 and 5.2. This is an important factor in determining the
quality of coffee in terms of flavor. When the coffee has a pH lower than
4.9, it acquires a flavor that is too acidic and above 5.2 it is bitterer.
Another factor is the size and density of the bean. For a coffee to be a
specialty coffee, it must have zero defects (category 1) and a maximum
of five defects is category 2. Table 9 shows that the model diagnoses a
storage of 120 bags of green coffee beans, with an acidity of 5.0 and a
category of 2. In this case, Task 3 would be carried out since the quality
of the beans is maintained at the desired levels.

Case 2: For 150 bags, the model diagnoses an acidity of 5.5 with a
category of 6, as presented in Table 9 (see Week 3). Given that the
conditions for storage (the inputs used: coffee body and aroma) are not
favorable, in this case, a warning is generated to the warehouse
personnel so they can make the appropriate decisions.

Table 10. Diagnostics generated by the second task.

. . Acidit Catego
Winery Week Quantity (Bags) @. 9_5.2}’) ( O_gs)l‘y
Bod_01 Week 1 100 49 0
Bod_01 Week 2 120 5.0 2
Bod_01 Week 3 150 5.5 6
Bod_01 Week 4 110 5.2 4

Thus, this task diagnoses the quality characteristics of the coffee
determined to be processed in the first task. For the first case (120 bags
of green coffee beans), it diagnoses an acidity of 5.0 and a category 2,
and for the second case (150 bags), the model diagnoses an acidity of
5.5 and a category 6.

Task 3. Input-Time Task: In the third task, the system will use a
predictive model to identify the various time-related factors such as
seasonality and durability of the input. The predictive model uses
variables such as surface area, evolution, yield, roasting temperature,
and time. An example of the results of the prediction model is shown
in Table 11. Two cases of this task are described below.

Case 1: It is recommended that the roasting temperature in the
industrial machines start with the oven preheated to 200 °C. After
loading the coffee, the temperature drops to half, and then, gradually
rises again at a rate of 10 °C per minute. If it rises faster, the coffee beans
are roasted externally but remain raw and hollow on the inside. The
model estimates that the roasting of 120 bags of green coffee beans has
a temperature of 200 °C and a time of 13 min. In this case, Task 4 can be
carried out, as the roasting and cooling process is maintained at the
desired levels.

Case 2: For 110 bags, the model estimates a roasting temperature
of 300 °C and a time of 20 min, as presented in Table 11 (see Week 4).
Since the temperature conditions in the roasting machine are not
favorable, in this case, a warning is generated to the roasting machine
operator to make the appropriate decisions.
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Table 11. Predictions generated by the third task.

. o Time
Toaster Week Quantity (Bags) Temperature (°C) (Minutes)
Tost_01 Week 1 100 193 12
Tost_01 Week 2 120 200 13
Tost_01 Week 3 150 218 14
Tost_01 Week 4 110 300 20

Specifically, this task estimates the durability characteristics of the
production process of the coffee. For the first case (120 bags of green
coffee beans), the model estimates that roasting must have a
temperature of 200 °C and a time of 13 min, and for the second case, it
estimates a roasting temperature of 300 °C and a time of 20 min.

Task 4. Input Cost Task: In the fourth task, the system will use a
predictive model to estimate the cost of raw materials or inputs. These
costs should be low enough to contribute to the processing plant’s
profitability. This model uses variables such as supplies, demand, and
quality and time of inputs. Two cases of this task are presented below.

Case 1: If the tasks of quantity, quality, and time of inputs to be
transformed are kept at the desired levels, it could be predicted that
costs will remain stable in production.

Case 2: If one or all of the tasks of quantity, quality, and time of
inputs to be transformed are not maintained at the desired levels, it can
be predicted that costs will increase in production. In this case, a
warning is generated to the operators or managers to make the
appropriate decisions.

Finally, the last task predicts the cost of the coffee. For the first
case, due to the quantity and quality of the coffee, it predicts a stable
cost in production. In the second case, because the quantity and quality
are not maintained at the desired levels, it predicts that costs will
increase in production.

8. General Discussion
8.1. Comparison with Previous Works

In this section, we propose several criteria to analyze the
automation of the production chain of MSMEs for the agroindustrial
sector to improve their competitiveness. This is followed by a
qualitative comparison of this work with related works, based on the
above criteria (see Table 12) [35].

Criterion 1: Automation of the entire industrial production chain of
MSMEs.

Criterion 2: Use of data mining techniques in the industrial automation
of the production chain.

Criterion 3: Quantity, quality, time, and cost are jointly analyzed in the
industrial-automation process.

Criterion 4: Consider efficient and environmentally friendly
production.

Table 12. Comparison with previous work.



74

Criterion 1 Criterion 2 Criterion 3 Criterion 4
[12] X \/ \ X
[17] X x/ \ X
[18] X X X X
[19] X X X X
[32] X X X X
[36] X \ \ X
This work \ \/ \ \

Table shows whether the analyzed works meet the criteria
indicated above, indicating V that it does and X that it does not. As
shown in Table 12, the related articles did not meet all the criteria.
Specifically, in criterion 1, our research enables, through autonomic
cycles, the automation of the entire production process. For this
automation, it is necessary to use paradigms such as multi-agent
systems together with ACODAT architecture to model the whole
production process [7,30].

For criterion 2, Garcia et al. [17] analyzed a case study of
multirelational data mining, using the Connection-Block algorithm,
applied to the database in this agroindustrial sugar sector. The basis of
our proposal is data-driven autonomous decision making, with
knowledge extracted from the industrial transformation of the
production chain.

For criterion 3, Roukh et al. [36] focused on the acquisition,
processing, and visualization of massive amounts of data, both batch
and real time. Sen et al. [12] and Garcia et al. [17] focused on converting
data useful for decision making, especially for precision agriculture
and agribusiness, to estimate land-cover change. Meyer et al. [18]
showed how consumption management problems can be solved by the
widespread installation of sensors on production lines. Bader et al. [19]
stated that the adoption of industrial robots, in food processing, has
been slow. This proposal considers the quantity, quality, time, and cost
of the inputs to be transformed, in the industrial automation of the
production chain of MSMEs.

Finally, regarding criterion 4, this proposal meets the criterion of
efficient and environmentally friendly production because the operator
(warehouseman, processor) and manager can know the quantity,
quality, time, and cost of the raw material. This can be used to reduce
greenhouse gases, manage the hygienic-sanitary quality in production,
make agroindustrial production more sustainable, etc.

8.2. Quality of the Knowledge Models

In this section, we carry out a quantitative analysis of the behavior
of the knowledge models used in each task (see Table 13). To do this,
we have used R? and MAPE (Mean Absolute Percentage Error) as
metrics for the predictive models, and, in the case of the diagnostic
model, the silhouette index. Rz, MAPE, and the silhouette index are self-
contained metrics, so a value close to 1 indicates a very good quality of
the models. In addition, we have used machine learning techniques to
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build the models to RF in the case of the prediction models, and K-
means in the case of the diagnostic model. We see that the results
obtained are very good in general. For example, in the first task, it gives
us a fairly good R? and MAPE (95 and 89%, respectively). Likewise, the
quality of the diagnostic model is very good, with a Silhouette index
value of 0.87.

Table 13. Quality of the Knowledge Models for each task.

Task Number  Knowledge Models Quality Metrics
1 Predictive Model R2=0.95 MAPE =89%
2 Diagnostic Model Silhouette index = 0.87
3 Predictive Model R?2=0.92 MAPE =88%
4 Predictive Model R2=0.97 MAPE =95%

9. Conclusions and Direction of Future Work

This paper presents an architecture for the industrial automation
of the production chains of MSMEs. The architecture combines
multiple variables (e.g., temperature, humidity, acidity, quantity,
quality, and time) and allows the integration and interoperability of
actors in the context of production. The proposed architecture is based
on the ACODAT concept and proposes several autonomous cycles to
give autonomy to the industrial production chains of MSMEs.
Furthermore, this article shows the instantiation of the autonomous
cycle for the characterization of the inputs to be transformed as the first
step toward an efficient and effective industrial automation process of
the production chain.

At the level of industrial automation, our main contribution is the
specification of the three main ACODATSs to manage the most relevant
subprocesses for the agroindustrial automation of the production
chains of MSMEs. The main benefit of our approach is that it allows an
industrial automation process to be carried out based on the data of the
organization and its environment, which allows MSME:s to exploit their
data without increasing their operational costs. Observing the case
study in a coffee factory, our first ACODAT determines the
characteristics of the coffee to be processed (both in terms of quantity,
quality, and the characteristics of its production process), to later
estimate the cost of production, according to the target market aspired
to reach. Thus, we see, in this specific case, the comprehensive behavior
of ACODAT to carry out an exhaustive analysis of coffee production
using its organizational and context data.

Other results of this research are (i) the use of environmental
variables to make decisions on optimal industrial automation, (ii) the
ability to use mining techniques to improve system knowledge and
decision-making processes (e.g., data mining, text mining and web
mining techniques), and (iii) real-time analysis for production in the
industrial automation process. In particular, the case study shows that
extraction techniques of knowledge are necessary to address self-
management in industrial automation. This case study serves as a
guide for incorporating self-management in industrial automation of
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the production chain of the coffee industry, based on the paradigm of
autonomic computing and data mining techniques.

The main limitations of this study are the following. The first is
that only one of the autonomous cycles was instantiated in a very
specific case study, so its scalability in other contexts must be evaluated.
The second major limitation is that the integration of the different
autonomous cycles that automate the different processes present in the
automation of the production chain has not been evaluated. A third
limitation is the lack of evaluation of the operational costs involved in
maintaining the data repository and models based on data in real-time.

Future work is aimed at implementing this framework in a real-
time context to verify the functionalities of this solution. In this sense,
we plan to use historical data of the company “Café Galavis” to develop
the different data analysis tasks (e.g., to determine the quality of the
coffee bean). Finally, one of the biggest challenges to implement this
type of system is the cost associated with the sensors for data
acquisition. In addition, other challenges are the optimal distribution
of these sensors, and the Internet connectivity in the industrial
installation. Thus, future studies should analyze these aspects and how
to consider them in the proposed architecture.
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Abstract

Coffee production needs certain levels of efficiency to ensure that the quality of the
bean, the roasting process, and in general, the coffee processing methods, achieve
financial and environmental sustainability objectives. This requires tasks of
monitoring and analyzing of features of the coffee bean, and the roasting process,
among other aspects, so that stakeholders of the agro-industrial sector of MSMEs
can know what happens in the coffee production and can make better decisions to
improve it. In a previous article, three autonomous cycles of data analysis tasks are
proposed for the automation of the production chains of the MSMESs. This work aims
to instantiate the autonomous cycle responsible for identifying the type of input to
transform in the production process, in the case of coffee production. This cycle
analyzes the inputs of the production chain (quantity, quality, seasonality, durability,
cost, etc.), based on information from the organization and the context, to establish
the production process to be carried out. This autonomous cycle is instanced in
coffee production to identify the type of input to transform (bean quality), and to
determine the transformation process (level of decrease of the bean during the
roasting process and coffee processing method). The quality model is defined by the
K-means technique with a performance in the Silhouette Index of 0.85, the predictive
model of the level of decrease of beans in the roasting process is defined by Random
Forest with a performance in the accuracy of 0.81, and finally, the identification
model of the "production method" is carried out by the Logistic Regression technique
with a quality performance in the accuracy of 0.72.

Keywords: Autonomous Computing, Atrtificial Intelligence, Data Analysis, Machine
Learning, Production-chain, coffee agro-industry.

1. Introduction
This work is related to improving production processes in the MYPIMES of the coffee
sector to obtain better participation in the market. Particularly, the automation of the
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production processes of MYPIMES is very important to make them financially and
environmentally sustainable (Rocha et al., 2016). The issue is important since the
future of these companies can depend on it. Especially, a greater understanding of
automation in production processes is required in the context of MYPIMES.

Specifically, coffee processing methods are important to achieve quality organoleptic
characteristics. Some preliminary works have tried to focus on aspects related to
this. The objective of the work (Rocha et al., 2016) was to evaluate the effect of
drying using an electromechanical infrared-based system on the cup sensory quality
of specialty coffees to assurance the coffee quality. The authors of (Sanchez-Aguiar
et al., 2019) propose a method to automatically discriminate good beans from
immature ones based on digital image processing techniques. However, in general,
coffee producers have numerous difficulties in detecting faults in their production
systems, which directly affects the quality and production methods of coffee. The
problem lies in the inability to make real-time, data-driven decisions about what may
be happening in the process of grading coffee quality and production methods.

In this context, we propose an approach for the automation of the production
processes of MYPIMES in the coffee sector. In this sense, this work proposes an
approach that allows automating the process of analyzing the quality of the coffee
bean, to determine the processing method, based on the concept of autonomous
cycles of data analysis tasks. Specifically, an autonomic cycle is implemented to
ensure that coffee bean quality and processing methods meet financial and
environmental sustainability targets, with the aim of helping coffee producers make
decisions to increase production efficiency. Autonomic computing is a paradigm in
which the computer system has the self-managing capacity to adapt to its
environment (Horn,2001), (Vizcarrondo et al., 2017). The concept of autonomous
cycles of data analysis tasks (ACODAT) has been defined by (Chamba-Era et al.
2017), (Sanchez et al. 2016) as a set of data analysis tasks that act autonomously
to monitor, analyze, and control a process, which has been applied in different
contexts (Aguilar et al., 2022), (Aguilar et al. 2019), (Morales et al., 2019). These
data analysis tasks are based on knowledge models (prescriptive, predictive,
diagnosis, etc.), and interact with each other according to the cycle objectives. Each
data analysis task has a different function: to observe the process, to analyze and
interpret what happens in the process, and to make decisions to improve the
process. The main contributions of this paper are:

e |t integrates various data analysis tasks, among which is the analysis of the
coffee beans’ quality, the estimation of the decrease of the coffee beans
during the roasting process, and the determination of the coffee processing
method to be used.

e |t uses an ACODAT to automate the production process, which mixes
knowledge models based on supervised and unsupervised algorithms to
make decisions to improve the production process.
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This article is organized as follows. Section 2 presents related work. Then, section
3 presents the ACODAT used in this paper. Section 4 shows the instantiation of this
ACODAT in coffee production. Then, section 5 describes and analyzes the results
obtained. Finally, section 6 shows a comparison with previous work, and the paper
ends with the conclusions and future works.

2. Related work

The goal of the work (Eshetu et al., 2022), (Corrales et al., 2014) was to evaluate
the effect of drying on the quality of specialty coffees. For this purpose, the authors
designed an infrared-based electromechanical system that combines
electromagnetic radiation with conventional convection heating. They concluded that
the electromechanical system with infrared drying increased the quality of the coffee
compared to traditional drying. The objective of the study (Guevara-Sanchez et al.,
2019) was to evaluate the effect of two types of drying (mechanical and traditional),
at five altitudes, on coffee quality. They determine that there are significant
differences such that the mechanical drying was superior. Thus, in the case of the
organoleptic quality of the coffee, mechanical drying was found to be the better
option.

In addition, (Puerta-Quintero, 2016) showed that the cup quality of coffee is
influenced by moisture and the type and number of physical defects in the bean.
Coffee quality deteriorates even if defective beans are removed before roasting.
Therefore, it is necessary to perform good sorting practices from the farm to the
processing stages to improve the coffee quality. On the other hand, in (Firdissa et
al., 2022) has been estimated that coffee at a temperature of less than 20°C and
relative humidity of less than 70% is preserved for longer and does not show
significant wetting. The study carried out allows establishing the acidity and aroma,
registering a significant statistical variation over time, although the quality
characteristics are preserved satisfactorily during 6 months of storage of the coffee
in refrigeration.

In (Campo et al., 2020), the authors defined a hardware for the detection of fragrance
and aroma thresholds at three levels of light, medium and dark roast, suitable for
coffee quality evaluation. The hardware is based on two chambers, one for the MOXx
gas sensor array, and one for the concentrated coffee sample. The authors of
(Sanchez-Aguiar et al., 2019) proposed a method to automatically discriminate good
beans from immature ones based on digital image processing techniques. They
developed a prototype to capture images under controlled lighting conditions.

In (Tamayo-Monsalve et al., 2022), the authors presented a framework for coffee
maturity classification from multispectral image data based on Convolutional Neural
Networks (CNNs). The system uses multispectral image acquisition systems that
generate large amounts of data and takes advantage of the ability of CNNs to extract
meaningful patterns from very high-dimensional data to provide a feasible method
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for grading coffee fruits. According to the authors (Anita & Albarda, 2020), the quality
of coffee is determined by 60% when it is planted, 30% when it is roasted, and 10%
when it is brewed. They proposed a coffee bean selection process based on the next
classification: ripe, undercooked, raw, and damaged, using the GLCM (Gray-Level
Co-Occurrence Matrix) method for feature extraction, and KNN (k-Nearest Neighbor)
and CNN for the classification model. They obtained an accuracy of 72.12%.

In (Montalbo & Hernandez, 2020), authors proposed a deep learning method to identify
diseases such as rust, spots and insect infestation that cause many losses to
farmers due to inadequate diagnosis and treatment. They use a CNN to perform
classifying diseases. The work (Garcia et al., 2019) presented an image processing
and machine-learning technique integrated with an Arduino Mega board to evaluate
four important factors in selecting the best quality green coffee beans. They
considered the next factors: Colour, morphology, shape, and size, to identify the best
quality beans.

In general, there is great interest in proposing mechanisms to improve the coffee
production process to guarantee its quality (Horta De Oliveira et al., 2018),(Lince
Salazar & Sadeghian Khalajabadi, 2015). Some of the papers have proposed
hardware, and other papers have proposed data-driven models to analyze coffee
bean quality. Our work has a more holistic vision because it proposes to integrate
several data analysis tasks, among which is analyzing the quality of the coffee
beans, estimating the decrease of the coffee bean in the roasting process, and
determining the coffee processing method to be used.

3. ACODAT for the determination of the Production Process.

This autonomous cycle determines the type of input to be transformed, and
according to it, the production process to be deployed. Mainly, this cycle is
composed of three tasks (see Figure. 1). Table 1 shows the general description of
each task of this autonomous cycle.

ACPCPA-001

Transformer Input Type Tasks.

/I:ask:’ﬁ'uality. = | 2.Taw @

r )
Quality of supplies Quantify of Input

\—¢J.—‘

3 Task: Processing methud{l

Processing Methods
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Figure 1. ACPCPA - 001 tasks.
Table 1. Description of ACPCPA - 001 tasks.

Name of the task Knowledge models Data sources

1. Determine the quantity Predictive model. Production demand,
of input to Dbe customers, temperature,
transformed. and humidity of the

environment.

2. Determine the quality Diagnostic model. Inputs used on farm,
of the input to be cultural practices, storage
processed. and transport services,

demand, size, density,

acidity, Defect category.

3. Determine the method Predictive model. aroma, flavour, acidity,
of processing. body, uniformity,

sweetness, and moisture.

Task 1. Quantity of input to transform: This task identifies the raw materials
required to meet customer demands. It analyzes different aspects as the historical
evolution, uses of the product, etc. This task uses a predictive model to identify the
product and the quantity to transform.

Task 2. Quality of inputs to process: This task determines the quality of the inputs,
which depends on cultural practices, storage and transport services used, among
other things. This task uses a diagnostic model to determine this quality.

Task 3. Method of processing to use: This task identifies factors related to the
processing method. For example, natural washed, natural, or mechanical drying,
automatic or manual selection, among others. A predictive model is used for this
task.

4. Case Study in the Coffee Agro-industrial Sector of MSMEs

This cycle is responsible for obtaining useful information to determine the features
of the agro-industrial production chain, such as the roasting process and the method
of coffee processing. This will allow making decisions to reduce production costs
and improve the company's profitability.

The cycle was instanced in the Café Galavis Company located at Cucuta, Colombia.
This company, founded in 1918, is dedicated to the roasting and distribution of
Colombian Coffee. They have sophisticated equipments for the process that takes
place there, from the time the raw material is received at the company's facilities to
its storage in optimal temperature and humidity conditions. In addition, they include
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the most rigorous selection of the bean, its purification prior to processing, and the
most hygienic conditions for its internal transport to the packaging machines of the
company.

In this case of study, the autonomous cycle proposed in the previous section has
some adjustments, since task 1 is not necessary, and in task 3 two subtasks are
carried out, to analyze the roasting process and to determine the coffee processing
method to use. Task 1 is not necessary because it is a company that receives the
raw material (coffee beans) from a predefined network of producers (it is not
necessary to estimate how much it will receive), and task 3 analyzes those two
specific aspects (roasting process and coffee processing method) because, as
identified in the literature review, they are the two elements that affect the quality of
coffee [7].

4.1. Task of determination of the coffee quality.
4.1.1. Feature engineering process

The dataset used is from experts' scoring of different coffee preparations. Thus, a
score value is assigned to each cup of coffee tasted, where each sample has specific
information on the coffee, its origin, the recipe used, characteristics of the raw
material and the final product. The dataset has a total of 1,347 records and 44
variables, from which the quality of the coffee will be estimated such that the
categorization will be defined using unsupervised learning algorithms (Kim, 2022).

Initially, it starts with a feature engineering process to eliminate the
features/variables with many missing or outlier values, and reduce variables
because they are highly correlated (they provide the same information), among other
things. Thus, a dataset of 845 records and 34 columns is obtained. Finally, an
analysis of the most significant variables to determine the quality of the coffee bean
was made, for which a Pearson and Spearman correlation analysis was carried out,
which determined that they are flavour, aroma, consistency, and acidity. These
variables were used to build the unsupervised model.

4.2.1. Coffee Bean Quality Model

For the definition of the quality model was used three unsupervised learning
techniques: K-means, Agglomerative Clustering and DBScan. Thus, two distance-
based clustering techniques and one density-based clustering technique are used.
In the case of K-means, to determine the number K, the score for different values of
K is plotted (see Figure 2). The optimal K for this problem is three.
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Figure 2. Determination of K.

Similarly, in the Agglomerative Clustering technique is necessary to define the
number of groups. Figure 3 shows the dendrogram with the results of this technique
to identify the number of categories. According to Figure 3, different clusters can be
defined. For example, two is a good number, but so is 3 or 4. Like the previous
model, we have selected 3 categories of coffee quality.

Dendrograma
1000

800

Euclidean distances

Figure 3. Dendrogram for the Agglomerative Clustering techniques in our problem

Finally, a density-based model is analyzed. In this case, we have used DBSCan with
the next values for the parameters: for the radio (eps) 9.92 and for the number of
points necessary to form a dense region (minPts) 4. Figure 4 shows the results of
this technique. Particularly, the distribution of the categories is not clearly identified
by density groupings, and therefore most of the data go to the same cluster

Figure 4. Distribution of Categories by DBSCan.



87

For the selection of the best model, we have used the Silhouette Index and the
Density-Based Clustering Validation (Moulavi et al., 2014). Both metrics range from
-1 to +1, where in the case of the silhouette index a high value indicates that the
groups are well-constituted and far from their neighbors. While in the other metric,
greater values of the measure indicate better density-based clustering solutions

Table 2. Comparison of models.

Silhouette Index Density-Based Clustering
Validation
K-Means 0,85 -0,41
Clustering 0,64 -0,45
DBScan 0.41 -0.122

Clearly, the K-means model performs better because its silhouette index is the
highest, close to 1. With respect to density-Based Clustering Validation all have very
bad values. Therefore, this model is considered for the determination of coffee
quality. Once the groups are obtained with K-means with three categories, we
analyze the centroid of each group (flavour, aroma, consistency, and acidity) to the
quality of the coffee (see Figure 5). For group 1, the values of flavor, aroma,
consistency, and acidity represent good quality of the coffee.
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Figure 5. Results with K-means.

Thus, this model with three categories represents the quality of coffee as low,
medium, and high quality, where the distribution of the data for the original dataset
in each of the categories is shown in Table 3.

Table 3. Quality Vs Amount.

Quality Amount
High 264
Medium 311
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Thus, the model built with K-means with 3 categories presents the best behaviour
for the identification of the quality of coffee using the flavour, aroma, consistency and
acidity variables.

4.2. Task for the prediction of the decrease of the bean in the roasting process

During the coffee roasting process, it is common for coffee beans to increase in size
and lose moisture, decreasing the final weight of the batch (Porras-Zufiga et al.,
2019), (Abdul Majid et al., 2015). In the process, there is a set of product and process
variables, some of which can be controlled to reduce the level of coffee bean loss.
This task will focus on the design of a supervised model for predicting the level of
bean decrease in the roasting process, considering the product input characteristics
(One of them is the quality of the grain previously determined by the previous task)
and the controllable variables of the process.

4.2.1. Feature engineering process

As before, a feature engineering process is carried out. The Dataset has 2,632
records and 23 variables, from which the bean decrease will be estimated. The date
is transformed into datatime variable to obtain the day, month, year, and week
values. It is noted in this part of the process that all the data were taken in a period
between January and September 2022. Next, the bean decrease value is calculated
for each record as:

(Green weight — Toasted weight)

Merma (wastage) = Green weight
It corresponds to the percentage of weight lost in the roasting process. In the case
of the sample (see Figure 6), the loss ranges between 7.6% and 19.87% with 75%
of the data above 14.5% and 50% of the data between 14.5% and 15.8%. There are
very high and low values that can be considered outliers.
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Figure 6. Box and Whisker Plot of Wastage (merma) Values in the Original Dataset
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The decision is taken to use only the wastage values that are within the central
behaviour, i.e., values between 12.5% and 18%. After cleaning the outliers, the
dataset was reduced to 2103 records.

Now, the categories of wastage are defined. Theoretically, there are no values to
define high, medium, or low wastage, so it was decided to use the 33rd and 66th
percentiles as the limits between the three categories. Thus, low wastage is anything
below 14.76%, high wastage is anything above 15.48%, and medium wastage is
anything between these two values. Figure 7 shows the three categories, which are
balanced, thus reducing the possibility of bias towards a specific class during the
prediction process.
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Figure 7. Number of observations per category

Finally, we analyze all the variables in the Dataset. It is observed in Figure 8 that
some variables have very few values, which do not provide any relevant information
to the analysis, and it is decided to exclude them.
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Figure 8. Number of unique values for each variable

Additionally, it is observed that the variable DENSITY has many null elements, so it
is decided to exclude it from the analysis. Finally, only variables that contain
sufficient relevant information and are considered controllable within the roasting
process are selected. Such variables are "TTOTAL" (total roasting time),
"NCF_LAMMAL" (flame power), "GREEN WEIGHT" (initial weight of the load),
"CAGUA" (amount of water added in the process), "WEIGHT TOASTED" (total
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weight of the load after the roasting process), "CAGUA" (amount of water added in
the process), "WEIGHT TOASTED" (total weight of the load after the roasting
process), "WEIGHT TOASTED" (Total weight of the load after the roasting process),
"RECIPE" (Type of recipe used), "COLOUR" (Colour of the final roasted load),
"MOISTURE" (Final moisture content of the load) and finally "Cat_Merma", which is
the category of the Merma (target).

Finally, to make better use of all the information offered by the selected variables,
new variables are created that relate to the original numerical variables in pairs.
Some of them are GREEN WEIGHT/HUMIDITY or TTOTAL/COLOUR, which have
a clear physical explanation. In other cases, such as WEIGHT
GREEN/NCF_FLAME, they may not be explainable a priori. The idea here is to
provide the model with as much input information as possible, to achieve a prediction
with a good degree of accuracy. Once the values of the numerical variables have
been standardized, the correlation matrix between all the variables is calculated (see
Figure 9).
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Figure 9. Heatmap of the correlation matrix between all input variables.

Finally, it is intended that only variables that can provide new information are used
to build the model, which other variables do not offer. Then, it is decided to select
those variables that are highly correlated with the target variable (merma), and when
there are two highly correlated descriptor variables, exclude the one with less
correlation with the target variable. Thus, it is decided as high Pearson correlation
values those greater than 0.75 (which shows a color between light green and yellow)
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and less than -0.75 (which is shown in dark blue) in the heat map of Figure 9. The
new dataset has been considerably reduced, eliminating many artificial variables.
Finally, only three of these have been retained: "TTOTAL/WETTING",
"TOTAL/CAGA" and "MERMA/CAGUA”. The highest correlation in the new data set
Is between the variables "TOTAL/MOISTURE" and "MOISTURE" with -0.75, which
is at the lower limit of the selection parameter.

A final review of the variables in the dataset shows that there are two that do not
correspond to an original characteristic of the product and that cannot be controlled
by those responsible for the process: "WEIGHT TOASTING" and "Merma/CAGUA",
as both are the result of the combination of other variables. Since the aim of this
exercise is also to define how to vary the controllable values of the process from
some initial product properties, it is decided to exclude these two non-controllable
variables. The new Dataset consists of 17 input variables, one of which is the quality
of the coffee bean, and nine of which are categorical. The output variable is
"Cat_Merma". On the other hand, remains considerably well balanced, as shown in
Figure 10. The 17 input variables are:
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Figure 10. Distribution of observations by category of the “merma” variable in the
final dataset

4.2.4. Wastage Prediction Model

To build the predictive model, three traditional supervised learning techniques were
used: Random Forest, Logistic Regression and Support Vector Machine (Zhang et
al., 2019). For the evaluation, the final dataset was separated into a training set and
a test set, which correspond to 80% and 20% of the dataset, respectively. Then, the
accuracy and confusion matrices were generated to analyze the results.

In the case of Random Forest, it was used with 50 estimators or trees trained, with
results in the test phase of accuracy of 0.81. Taking advantage of the fact that
Random Forest allows visualizing the impact of all input variables on the classifier
variable, we review which input variables have a higher importance in the model (see
Figure 11).
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Figure 11. Contribution of the 10 most important variables in Random Forest

Of the 17 original variables, the 10 most important ones explain more than 90% of
the behaviour. The final intensity of the flame, together with the total roasting time
and the ratio between the total roasting time and the amount of water added, are the
variables that have the greatest influence. This makes sense, considering that the
longer the roasting time and the more powerful the flame, compared to the amount
of water added, the lower the final weight of the load is expected to be and, therefore,
the higher the decrease. The model is run again, including only the 10 variables that
help the most in classification, and the results are found to be almost unchanged
with a test accuracy of 78.8%.

When applying a logistic regression technique to the reduced dataset, it has a much
lower performance than with Random Forest, with a test accuracy of 71%. There is,
however, a logistic regression adjustment called LASSO regularization, which
penalizes the effect of redundant variables that have high covariance with other
variables and makes the coefficients associated with those variables exactly zero,
which improves the regression performance in models with high dimensionality and
covariance. Using LASSO regularization, the test accuracy is 73%. Thus, accuracy
seems to have increased somewhat with regularization, leading to the conclusion
that logistic regression with LASSO regularization is better.

A final technigue is the Support Vector Machine. With this technique, an n-
dimensional hyperplane is constructed that has the maximum possible distance to
nearest-neighbours, which clearly separates the space into two sub-spaces, each
corresponding to a class. Any new observation will be classified according to the
subspace to which it belongs. One of the main parameters is C, which corresponds
to the regularization of the algorithm's Loss function. We seek to select a setting for
which the training error is minimal, to avoid overfitting. This is inversely proportional
to the strength of the regularization, and its value is strictly positive. It has been
decided to test different values of C, to use the one that generates the lowest test
error (see Figure 12).
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The lowest test error is achieved with C=101. However, the test accuracy is very low

(0.68), compared to previously fitted models.

Of all the models tested, the best result was obtained with Random Forest (see Table
4), which had atraining accuracy of 100% and testing of 80%. There is some concern
that there is a problem of overfitting for future observations, however, the relatively
high testing accuracy suggests that it could perform very well on unobserved data.

Table 4. Training and testing accuracy for all fitted models.

Model Train Test
Random Forest 100% 81%
Logistic Regression 67% 71%
Logistic Regression with LASSO 70% 73%
SVM con C=101 66% 68%

The confusion matrix of Random Forest is shown in Figure 13. In that case, the

highest probability of false positives is for the middle class.
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Figure 13. Confusion matrix test for Random Forest.
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In terms of the variables selected for modelling, flame intensity, total roasting time
and the amount of water added during the process are the most critical variables in
defining the final level of decrease. During the roasting process, the coffee loses
much of its moisture, and because of this, the weight of the beans will decrease. The
model allows determining the level of reduction of the coffee bean or decrease in the
weight of the beans. Although the scope of this project does not allow establishing
the exact relationship in which variations in the values of these input variables affect
the wastage values, it is possible to state that the three variables mentioned above,
all controllable, should be closely monitored, as they are critical to achieve a
reduction in decrease.

4.3. Task for the determination of the "Coffee processing method".

Apart from the quality of the coffee, it is also possible to establish the "Processing
method". For this task, a dataset with 1347 records and 44 variables is studied, from
which the "Coffee processing method" will be determined. Within these variables are
also included the variables of bean quality and bean decrease in the roasting
process previously estimated

4.3.1. Feature engineering process

The variables of the dataset are reviewed, identifying those that are relevant. The
processing methods are washed/wet, Natural/Dry, Pulped Natural/Honey, semi-
washed/semi-pulped, and others. The variables smell, flavor, aftertaste, acidity,
body, balance, sweetness, moisture are analyzed with respect to their quartiles to
determine the behavior of the data. They will allow classifying the most appropriate
processing method. For example, the flavor variable is correlated with the processing
method according to Figure 14.
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Figure 14. Flavor quartile and processing method
4.3.2. Identification Model of the "Method of coffee processing".

To build the identification model of the "Production method", we will use two
machine-learning techniques: Logistic Regression and K nearest neighbours. The
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techniques were trained with 883 registers and tested with 464. In the case of K
nearest neighbours, a test was carried out to determine the optimal value of k (see
Figure 15).
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Figure 15. Test to determine the value of k.

The best result was obtained with logistic regression (0.72), with respect to K nearest
neighbours (0.64) See Table 5.

Table 5. Training and testing accuracy for the models.

Model Train Test
Logistic Regression 0.69 0.72
K-nearest neighbors 0.63 0.64

5. Results Analysis

This research presents the analysis of three aspects of the coffee agro-industrial
production chain such as quality, level of wastage and optimal coffee processing
methods. We propose an autonomic cycle to analyze these aspects based on
information from the organization and the context. The analysis tasks use supervised
and unsupervised models.

The first task defines a diagnosis model based on unsupervised techniques to
determine coffee quality. In this case, the best technigue was K-Means with a
silhouette index of 0,85. To determine the coffee production process, a main point is
the coffee roasting process. The second task estimates the bean wastage due to
this process based on a set of product and process variables that can be controlled.
In this case, supervised classification techniques were used, and the best result was
obtained with Random Forest, with a test accuracy of 81%. Regarding the variables,
the intensity of the flame, the total roasting time and the amount of water added
during the process are the most critical variables.

Another aspect that can also be established is the "Processing Method" in the
productive chain. The cycle has a task to determine the coffee processing method,
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which analyzes the data to predict the coffee processing method. For this goal, the
best result was obtained with logistic regression, whose value was 0.72. It can be
concluded that with the input data such as aroma, flavor, aftertaste, acidity, body,
balance, sweetness, moisture, the most appropriate processing method can be
determined. The results of these tasks (e.g., quality of the inputs to be processed,
the production method, etc.) allow making decisions to improve the production
process.

6. Comparison with other works.
To compare this work with other similar works, we proceeded to define four criteria:

e Criterion 1: for the improvement of coffee production are analyzed contextual

data.

e Criterion 2: the coffee production process is monitored using autonomic
approaches.

e Criterion 3: machine learning techniques are used to analyze the contextual
data.

Table 11. Comparison with previous work.

Criterionl Criterion 2 Criterion 3
X X

(Eshetu et al., 2022)
(Guevara-Sanchez et al., 2019)
(Puerta-Quintero, 2016),
(Firdissa et al., 2022)
(Campo, et al., 2020)
(Sanchez-Aguiar et al., 2019)
(Anita & Albarda, 2020).
(Garcia et al., 2019)

This work

2|2 [ X | X [2X | X |2(X
2|2 |2 X X [X[|X|X

2 X [ X [X|X | X[ X [X

In (Guevara-Sanchez et al., 2019) used a prototype to determine the organoleptic
quality. Also, mechanical drying was presented as the best option, indicating that its
use can optimize the organoleptic quality of coffee. Thus, this work jointly analyzed
the quality and processing methods of coffee. However, in the coffee production
process, they do not use machine-learning techniques. In (Campo et. al, 2020), the
study of the fragrance and aroma of roasted coffee with the Coffee-NOSE prototype
is presented. The work analyzes contextual data in the processing of coffee for
evaluating coffee quality.

(Anita & Albarda, 2020) delve into the coffee bean selection process using the dry
method. Coffee beans are classified into ripe, undercooked, raw, and damaged
using the GLCM (Gray-Level Co-Occurrence Matrix) method for feature extraction,
and the KNN (k-Nearest Neighbor) and CNN (Artificial Neural Network) classification
algorithms. Machine learning techniques are used to analyze contextual data.
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In (Garcia et al., 2019) is presented image processing and machine learning
techniques integrated with an Arduino Mega board to evaluate four important factors
when selecting the best quality green coffee beans. For this, the k-nearest neighbor
algorithm is used to determine the quality of the coffee beans and their
corresponding types of defects. Thus, they use machine-learning techniques to
analyze data from the context.

As shown in Table 11, previous studies did not meet all criteria. We propose an
autonomous cycle of data analysis tasks that are based on machine-learning
techniques to study contextual data to automate coffee production.

7. Conclusions

The autonomous cycle of data analysis tasks to automate the production process of
the Coffee Agro-industrial Sector of MSMESs obtains useful information to identify the
quality of beans to transform, the level of decrease/waste of coffee beans during the
roasting process, and the coffee processing method based on organizational and
contextual data. For the construction of the cycle, three knowledge models
(predictive, diagnostic, and identification) were defined using supervised and
unsupervised machine learning algorithms.

One of the models is for the estimation of the quality of coffee beans considering
specific information about the coffee bean such as its origin, recipe used,
characteristics of the raw material, etc. With this information, the quality of the coffee
was classified as High, Medium, and Low, which was the optimal number of
categories for an adequate classification of the quality of the coffee bean. Another
model is for the prediction of the level of decrease of the bean in the roasting
process. In the process, there is a set of product and process variables, some of
which can be controlled to reduce the level of final loss in the process. Regarding
the variables selected for modelling, the intensity of the flame, the total roasting time,
and the amount of water added during the process are the most critical variables.
Furthermore, it is possible to identify the "Coffee processing method" using a
supervised model allow determining the type of processing (e.g., washed/wet,
natural/honey polished, semi-washed/semi-polished, among others) using, among
other variables, those previously calculated. With these models, the cycle can make
decisions to improve the production, but also, the company can identify the farmers
who grow the best quality beans, among other things.

One of the future works is to integrate this autonomous cycle of identification of the
production method with another to evaluate the level of digital transformation in the
company, in order to determine the improvements in the production chain of the
company. This last cycle would to identify the technological level to be improved,
and would be responsible for identifying the technological level to introduce in the
agro-industrial production chain according to the identified production method, such
as the characterization of the processing plant, the identification of the raw material
transformation processes, and the selection of the technology for its processing.
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Abstract— the concept of digital transformation involves exploiting digital technologies to generate new ways of
doing things in organizations, including the creation of new processes, models, and services that produce value based
on the digitization of data and processes. The application of digital technologies enables organizations to develop
capabilities for innovation, automation, etc., utilizing both established and emerging technologies, including the
widespread use of artificial intelligence. In this paper is proposed the implementation of a fuzzy cognitive map based
on experts for the evaluation of the level of digital transformation in MSMEs (Micro, Small & Medium Enterprises).
The main variables of digital transformation used to define our fuzzy cognitive map were classified into five types:
i) Organization and Culture variables related to strategies, way of working, and ecosystems, ii) Customer variables
related to services and digital channels and products, iii) Operations and Internal Processes variables related to
supply chain, suppliers, business model, iv) Information Technologies variables related to innovation, digitization,
data and analytic. Finally, the fifth type of variable is the target, which indicates the level of digital transformation
of the organization. Our model managed to specify with 99.4% the level of digital transformation of the organization.
Thus, our fuzzy cognitive map can predict and analyze the factors associated with digital transformation in MSMEs.

Index Terms—Digital Transformation, Maturity models, Fuzzy cognitive maps, Artificial Intelligence

I INTRODUCTION

Digital transformation is the process of integrating digital technologies in the business model, processes, and
culture in an organization to improve its strategies, and performance, among other things [1]. Digital
transformation is a long-term endeavor that entails determining how technology is employed within an
organization to affect its behavior. Thus, digital transformation involves envisioning how digital technologies
can improve service levels, reduce costs, and optimize inventory management, among other things, through the
implementation of organizational changes using these technologies to achieve operational excellence.

Advanced technologies, such as artificial intelligence, data analytics, and the Internet of Things, are integrated
into the digital transformation process to enable organizations to collect and analyze real-time data, automate
processes, and improve the supply chain.

On the other hand, fuzzy cognitive maps (FCMs) are graph-based structures that support causal reasoning and
enable the propagation of causality in both forward and backward directions [2]. They are particularly useful in
domains where the concepts and relationships between them are inherently fuzzy, such as politics, military
affairs, and historical events. They have been used in different areas where the modeling of the problem is very
complex, such as health [3], analysis of social networks [4], or emerging processes [5], [21], among others.

A. Related Works

At the level of FCM in classification and prediction tasks, the approach described in [3] combines
different indicators used in the standard diagnosis of dengue, such as clinical symptoms, laboratory tests, and
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physical findings to determine the severity of dengue. The model achieved an accuracy of 89.4% in diagnosing
dengue, indicating a slightly lower performance than other well-established machine learning models like
artificial neural networks (97.9%) and support vector machine (98.1%). Also, to study the vulnerability factors
to climate variability in Andean rural micro-watersheds, an FCM was employed in [4], the results of the FCM
application did not present an important difference between the two climatic periods to which it was applied.
Another work based on an FCM, and a fuzzy linguistic methodology, called VIKOR, determines the vendor
selection in the Industry 4.0 [5]. This research aims to emphasize the supplier selection process through using
FCM. VIKOR enables the ranking and selection of suitable suppliers [5].

The investigation carried out in [6] analyzes the effect of digital transformation on the performance of MSMEs
in terms of competitive advantage. The study revealed that competitive advantage acted as a mediator in the
association between digital transformation and the performance of MSMEs, and all proposed hypotheses were
confirmed. The results of this research highlight the positive influence of digital transformation on competitive
advantage and the overall performance of MSMEs. In [7], the goal is to develop a holistic maturity model for
digital transformation using a theory-based approach, known as DX-CMM. This model aims to help
organizations assess their current level of capability and maturity in digital transformation, identify gaps, and
create a standardized roadmap for enhancing their digital transformation efforts.

According to [6], technological advancements and digital information are expected to be utilized by traditional
entrepreneurs. However, this study concluded that all proposed hypotheses were acceptable, and that
competitive advantage partially mediated the relationship between digital transformation and MSMEs'
performance. In [8], the authors propose a staged digital transformation capability maturity model framework
that enables organizations to assess their present digital capability and establish a plan of improvements to move
to a higher level. In [7] conducted a systematic literature review and found that none of the 18 existing maturity
models in the field of digital transformation met all the criteria of appropriateness, completeness, clarity, and
objectivity.

According to the literature review, there is no digital transformation approach that enables firms to evaluate
their existing digital competencies and create a roadmap for improvement to reach a higher level. Thus, there
is a lack of research and artifacts available for maturity models related to digital transformation.

B. Contributions

The main goal of this research is to utilize FCMs to evaluate the digital transformation levels in MSMEs. The
FCM is responsible for analyzing the factors associated with digital transformation data and providing a
diagnosis. The causal relationships between the digital transformation concepts are optimized to match the
experts' opinions.

The study is based on five groups of concepts issued by the Governance and Management Objectives in
COBIT [7]. The concepts are classified into five types and reflect the behavior of the company at all levels such
as: i) Organization and Culture, ii) Customer, iii) Operations and Internal Processes, iv) Information
Technology, and v) Objective, which indicates the digital transformation level of the organization. The main
contributions of this paper are:

. Develop an FCM to determine the level of digital transformation in MSMEs.
. Analyze the behavior of factors associated with digital transformation in MSMEs.
. Carry out an explainability analysis for MSMESs about their current situation in digital transformation.

This paper is organized as follows: Section 2 discusses the theoretical framework employed, Section 3
defines our FCM for the evaluation of the digital transformation levels in MSMEs, Section 4 details the
computational experiments conducted, Section 5 compares this research with previous studies, and Section 6
presents the conclusions and future works.

I1. THEORETICAL BACKGROUND

This section presents a background of Digital Transformation in MSMEs. In addition, it provides the basic
concepts of FCMs.

A Digital Transformation

The application of digital technologies to generate significant changes in an organization with the goal of
improving its operations is what defines digital transformation. [9]. Digital transformation is based on the
adoption of digital technologies in an organization to transform its business processes. The interpretation of
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"digital technology" in the context of digital transformation differs across the literature. Some authors
encompass new Information Technologies solutions [10], and others emphasize in cutting-edge technologies
like big data, cloud computing, artificial intelligence, blockchain, and the Internet of Things [11]. Also, some
authors include social media analytics, and embedded devices [12].

As described in [13], there are two possible strategies for companies to undertake digital transformation. The
first is an offensive approach that involves investments in digital transformation portfolios, while the second is
a defensive approach that focuses on cultivating new capabilities within the organization.

The COBIT model classifies the concepts into five types:

a) Organization and Culture: variables related to the culture and management of the organization. The
concepts of this variable used in this work are:

. Strategy, it refers to having an action plan for digital transformation and an understanding of the
competitive environment,

. Culture and management refer to good practices at work, in the management of organizational
processes and in the development of leadership, promoting human talent in its different areas and levels,
creating an agile and innovative culture,

o Way of working refers to the type of face-to-face work and/or teleworking, and the practices and
procedures implicit in them,

o Leadership refers to the managerial activities that organizational leaders have to influence the work
team, and

. Ecosystems refers to the environment, not only internal, but also close external to the organization,
which impacts the digital transformation process, to analyze its economic/social/cultural effect.

b) Customer: variables related to services (digital or not).  The concepts of this variable used in this
work are:

. Digital channels are the distribution channels of the different organizational strategic messages sent to
interested parties.

. Products, services, and/or products offered by the organization as a result of its job or operation., and
. Digital services refer to the use of digital tools to improve the customer experience, based on a deep
understanding of the customer and its needs.

c) Operations and Internal Processes: variables related to the organizational flow. The concepts of this
variable used in this work are:

. Supply chain are the supply chains of goods and services that an organization requires for its operation,
. Suppliers refer to having providers of technological solutions, in addition to having advisors who
accompany the digital transformation process of the organization, and

. Business model refers to the organizational capacity to explore new businesses based on technology,
the development of new products that allow new markets to be captured, among other things.

d) Information Technology: variables related to the organization technology. The concepts of this
variable used in this work are:

. Innovation refers to the business strategy of organizational transformation and human resource
management based on reengineering, optimization, and process improvement,

. Digitization is the process of transforming analog or intangible processes and physical or tangible
elements into digital ones,

. Data and analytics refer to the level of access to data that an organization has, the potential to monetize
it by learning about its different uses, among other things, and

. Utilization of technological solutions involves implementing methods, systems, or tools that aid in the

execution of organizational tasks with greater efficiency, as well as automating certain processes.

B. Fundamentals of FCMs

In 1986, Kosko developed FCMs [14] from the cognitive maps of Axelrod's work in 1976 [27]. FCMs are a
popular way of modeling complex systems because of their straightforward construction and interpretation.
They consist of a network of concepts and their interrelationships [14], [15], [18].

1. Basic definitions of an FCM
In Figure 1, an FCM is shown, which consists of eight concepts (C1 to C8). Each concept denotes a specific
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system variable of the system to study. The impact of one concept on another is displayed by the weight in the
directed edges among them [16]. Different strategies can be employed to establish these relationships within
FCMs. In [18], [22], [25] Aguilar et al. describe three ways to define the relationships in FCMs: using fuzzy
rules, generic logical rules that describe the causal relationships, or mathematical models to describe the system

under evaluation.
Wis @
w21
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Figure 1. Example of an FCM.

The weight assignment in FCMs can be carried out using different methods, including those involving expert
opinion or learning processes [18], [22]. The weights assigned represent the influence of one concept on another,
with values ranging from -1 to +1 or 0 to 1, indicating either activating or inhibiting impacts [2]. Thus, different
levels of causality are represented. An example of degrees of causality using linguistic terms can be found in
Table 1. For example, if the value of the antecedent concept Ci is significantly low, and the value of the
consequent concept Cj is substantially high, then the causal link between the two concepts can be categorized
as negatively high. Mathematically, an FCM is represented as a tuple of four elements:

D=(n,T()r, W) (D)

where n € R™ is the set of concepts (ny, ..., hm), f (+) is the activation function that holds concept values in a
determined range r, and W € R™™ is the adjacency matrix employed to capture the connections among the
concepts.

Table 1. Example of generic logic rules used to classify the causal relationships based on the values of
concepts.

Linguistic term Numerical value Generic logic rule

Antecedent C; Consequent C;

Positive complete 1 Very high Very high
Positive high 0.75 High High
Positive moderate 0.5 Medium Medium
Positive low 0.25 Low Low

Null 0 NA NA

There are various activation functions that can be used to model the activation of each concept in an FCM
(see Table 2). The selection of a specific activation function depends on the specific problem being addressed.
For example, if the goal is to model disease symptoms, the sigmoid function may be more appropriate than the
hyperbolic tangent function since the values of the concepts being modeled will typically range from 0 (absence
of the symptom) to 1 (presence of the symptom), making negative values unnecessary [18], [19].

Table 2. Activation functions used in FCMs.
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Activation function Equation Range
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W is used to store the relationships between the concepts in an FCM. For example, see the adjacency matrix
for the FCM of Fig 1 in Fig. 2.

c, C, C; C, Cs C; C,; Cy
C, 0O 0 0 0 0 0 wy
Cy| woyy O wyy 0 wsys O 0 0
c;| 0O 0 0 wyy O 0O 0 O
w—Cif 0o 0o o o o o o o
Cs] 0O O O wsy O wsg O O
Cs| O 0 0 0 0 0 wgy O
c;| 0O 0 w;y O 0 0O 0 O
Cil O wgo O 0O 0 0O wg O
Figure 2. Example of Adjacency Matrix.
2. Reasoning in FCMs

To mathematically define the inference process in an FCM, three key components are required: the weight
matrix W, the activation function, and the current state vector of the FCM a € R™, which indicates the current
degree of activation of each concept. The activation degree of a concept determines if the concept is activated
or stimulated in a particular iteration. Thus, in the case of the range [0, 1], a concept is "activated" when its
value is 0 in one iteration (t) but becomes greater than 0 in the next iteration (t + 1).

To infer the output in an FCM, it is necessary a process that involves calculating the state vector through
successive iterations of multiplying it with the weights matrix until the system reaches a steady state, as is
defined by Equation 2 [14]:

ﬂ"j(f—i- 1) =f( 2 Wﬁa{-(ﬂ) (2)
i=1,i~j
where g; (t + 1) is the value of concept C; at iteration t + 1, m is the number of concepts, Wj; is the value for the
relationship from concept C; to concept C;, and g(t) is the value of concept C; at iteration t. The point of
equilibrium (steady state) is reached when aj (t) = aj(t — 1) or aj (t) = aj(t — 1)<0.001. Thus, the system is
considered to have reached a steady state when the difference between the state vectors in consecutive iterations
is less than or equal to 0.001.

This is the base of the reasoning mechanism of an FCM. FCMs are a crucial tool in simulation scenarios
because they enable experts to analyze the system's performance from various starting points. An initial
condition is defined by the set of concepts in the iteration (0) and is denoted as:

a(0) = [a,(0),a,(0), ... ,a,,(0)] (3)

where a1(0) is the value of concept C; at iteration = 0.
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. OUR FCM TO EVALUATE THE LEVEL OF DIGITAL TRANSFORMATION IN COMPANIES,

This section details the process to construct our evaluation model about the level of digital transformation in
organizations utilizing FCMs. Our FCM is based on experts in the field to assign the relationships. Thus, the
construction of the FCM is based on a methodology that consists of six steps [20], [23], [24] as depicted in
Figure 3

() ©) ®
I~
L Decision % Inferpretaion Inference
L) D
® ® ®
. Selertinns of Ly Nefinifinn of Coneep Nesing of the
i experts and Relationships " FCm

Figure 3. Methodology to build the FCM.

The rest of this section briefly describes these steps applied to our FCM.

A Selection of experts

This study included the participation of five experts with more than five years of experience in the area of
digital transformation. The experiences they have are in the fields of administration of digital transformation
processes in different companies and government entities, in the study of the Cobit Model, in the field of new
business models in the field of the Digital Economy, Government Digitization, among other areas.

B. Concepts and relationships

The initial phase of this process is carried out by experts in digital transformation. Based on the established
concepts of the COBIT model (see Table 3), the experts constructed W with values ranging from 0 to 1 to
indicate the relationships between the concepts. Table 3 shows an additional concept to those used in the COBIT
model, which is the concept of the digital transformation level. This concept is the concept that is inferred using
the FCM.

Using Table 1 as a guide, the experts selected the linguistic term that best represented the relationship
between each concept, and then assigned numerical values to these terms to create the weight matrix. Table 1
allowed establishing the relationships of the concepts between each category and between categories. For
example, digital services of the customer category were related to strategies and ecosystems of the organization,
and culture category with product of the customer category, business model of the operations and internal
processes category, among others.

Table 3. FCM Concepts for Digital Transformation.

Node Name Concept
C1 Strategy
Cc2 Culture and Management
C3 Way of working
c4 Leadership
C5 Ecosystems
C6 Digital Services
o Products
c8 Digital Channels
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C9 Suppliers and Supply Chain

C10 Business Model

Cl1 Processes

C12 Innovation

C13 Digitalization

C14 Technological Solutions

C15 Data and Analytics
End Node Digital Transformation

C. FCM design

In our approach, the FCMs is developed by the experts, so their knowledge should be mixed into a single
overall map to define the FCM. The process for producing a consolidated global map is described by the
equation below [21], [22]:

NE e
25 = 3 ni @)

e=1

This equation calculates the overall weight for the FCM, represented by ES;. The opinion of expert e
regarding the causal link between concepts Ci and C; is represented by E®; and NE indicates the total number
of experts who participated. Finally, the overall FCMs are constructed. In our case, we have used the FCM
Expert package (version 1.0.0) [2] but in the literature, there are others like [22], [25], [26]. Figure 4 shows the
final FCMs. The construction of the FCMs with the experts has an implicit bias due to their subjectivity in
assigning causal relationships [16], [18], [22], [25]. Addressing bias in FCMs is beyond the scope of our study,
but it will be considered in future work.

Figure 4. General FCM for evaluating the level of digital transformation in companies.

D. Inference

The fourth step involves the utilization of the FCM defined in the study to analyze different scenarios (for
example, in our case, the level of digital transformation of different organizations) [18], [21]. In this step, the
inference process is carried out for each case study, following the reasoning process outlined in section I11-B-
2. The experiment design and the results of this stage are shown in section 4.

Interpretation

The interpretation of FCM inference results for each case study is carried out in this step and is detailed in
section 4.
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Decision

The last stage is the decision that the user of our FCM makes to improve the digital transformation process
in the organization. Since FCM is a method that provides an analysis of explainability based on causal
relationships between concepts, this information can be used in the decision-making process to identify what to
do.

|\V/. EXPERIMENTS

In this section, we explore the diagnostic capability of our FCM in different scenarios. We utilize the FCM
to categorize digital transformation levels in several organizations. Particularly, we used two organizations as
case studies. Specifically, the COBIT concepts in Table 3 are defined after an exhaustive evaluation of the
respective concepts in each organization, so that from them, the FCM infers the concept of the level of digital
transformation in that organization. No data was collected, what was done was instantiate the FCM concepts in
each scenario (organization), for which the compliance of each one of them in said organizations was analyzed,
studying their information, to see the behavior of the FCM.

Case 1. For the company Chamber of Commerce.

The Chamber of Commerce is an organization formed by entrepreneurs, and owners of small, medium, or large
companies. In order to support business efficiency, the Chambers of Commerce are expanding their portfolio
to virtual services, which will allow their users greater agility in their procedures.

For the data collection process, input values of the concepts are obtained in a range of (0.0, 0.25, 0.50, 0.75,
1.0), where 0 is the absence of this concept and 1 is the maximum presence of this concept in the organization,
these values were provided by the experts of the organization see table 4. Thus, in this organization, after an
evaluation of the current state of each concept linked to the COBIT model of digital transformation, the
following values were determined by the organizational experts: the concept of Strategy (C1) with a value of
0.7, Culture and Management (C2) of 0.7, Way of Working (C3) of 0.5, Leadership (C4) of 0.3, Ecosystems
(C5) of 0.5, Digital Services (C6) of 0.7, Products (C7) of 0.6, Digital Channels (C8) of 0. 8, Suppliers and
Supply Chain (C9) of 0.4, Business Model (C10) of 0.6, Processes (C11) of 0.4, Innovation (C12) of 0.8,
Digitalization (C13) of 0.8, Technology Solutions (C14) of 0.9, and Data and Analytics (C15) of 0.4.

Table 4. Input values for case study 1.
cijcz2|c3|c4|cs|ce|cT|c8|co|crof{cii]|c12|C13|C14[C15
0.710.710.510.310.3l0.7]0.6]0.8]04] 0.6 [04 ] 08 [ 08 ] 09 ] 04

Table 5 shows the results of the inference process. Particularly, the initial vector of concepts (Table 4) is
passed to the inference rule (Eq. 2) and the final vector can be seen in Table 5, where each iteration is the
dynamic evolution of the concepts. In the final vector, the digital transformation concept (CTD) reached a value
of 0.9954. Based on this result, we can see that the variables related to digitization (0.638) and data and analytics
(0.659) are the ones that most need to be strengthened in this organization.

On the other hand, the causal relationships that affect the digitization variable are those of the customer and
operation groups, while the variables that affect the data and analysis variable are those of the organization and
culture and operation groups. It is necessary to determine which variables of these groups to improve in order
to have a positive impact on these two variables. Now, these two variables, despite not having such high values,
do not impact the perceived level of digital transformation in the organization, which means that the rest of the
variables with values greater than 0.7 allow inferring in the organization a high level of digital transformation.

Table 5. Output vector for case study 1.
CL{CD)CY ) Cd{C5]ChJCT | CB{CY{CI]CH[CIICI3|CH]CI3|CTD
(936 | 08878 | 0J417[07754] 0389 (095321 09539 | 03336 [ DSI2[ 9502 | 03837 | 0741 | 0638 07029 0659 | 0994

Case 2. Galavis Coffee Company.
It is a north Santander Company, founded in 1918, dedicated to the roasting and distribution of Colombian
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Coffee.

Table 6 shows the input values of the COBIT concepts for this company, after an evaluation of their current
states by organizational experts. The concept of Strategy (C1) has a value of 0.5, Culture and Management (C2)
of 0.4, Way of Working (C3) of 0.3, and so for the rest.

Table 6. Input table for case study 2.
calaolalcafcs|oe|er|cs| o fcwjcujcnlcs|cd]cs
05 ) 04 {03 o5 o3 ] o4 ]oaloafod oafososfosfos]|o

Table 7 shows the results of the inference process. The final vector of this organization can be seen in Table
7. In the final vector, the CTD decision concept reached a value of 0.9878. Also, in Table 7 we can see that
variables related to innovation and technological solutions are the ones that most need to be enhanced in this
organization.

As before, an explicability analysis could be done to determine for those two variables, which are the ones
that affect them, and based on that, how to influence to improve them. But again, these two variables do not
affect by themselves the high level of transformation inferred, since the rest of the variables have a value greater
than 0.7, which contributes to that value of digital transformation.

Table 7. Output vector for case study 2
CL)Cr{C3{C4]{C5 | Co|CTfCB|CO)CojcCnjcnfClijcy|cis|cr
0963 | 08877 0.7417] 0.7754{ 08801 {09531 ) 09539 | 08335 | 087181 09501 [ 8831 | 0657 | 07411 0652 | 07125{ 0878

Case 3. A Company with high technology.
In this case, we are going to suppose a company where all the Information Technology concepts have a value
of 1 and the rest in 0. The results can see in Table 8.

Table 8. Output vector for case study 3
glalolu]ele]a] e ojdjalm{u]afu|m
0723 0.9358{ 0,761 0.2208] 09358 | 03822 09828 08833 | 09185 | 19807 0,931 09248 |0.9078| 0.%4| 0.7 0975

In the final vector, the CTD variable (decision concept) reached a value of 0.975. Based on this result, we
can determine that the variables of the information technology group have a high impact to achieve a high level
of digital transformation. Also, we can see that the variable related to the way of working, which is the lowest
variable (0.776), needs to be boosted in this case. Finally, other variables can also be identified that can be
strengthened, such as leadership with 0.82 and digital channels with 0.8964.

Case 4. A Company without technology.
In this case, we are going to suppose a company where all the Information Technology concepts have a value
of 0 and the rest in 1. The results can see in Table 9.

Table 9. Output vector for case study 4.
glo|alala|e]ola]o|d]|a|e{|c|du|m
0.9723{0.9359{0.7763] 0.£21 | 0.9353 | 0.9822 0.9828 | 08832 | 03184 | 0.9807|0.9312] 0,522 |0.7745 | 0688 |0.7362]0.9271

In the final vector, the CTD variable (decision concept) reached a value of 0.9271. Based on this result,
we can determine that the rest of the variables alone can contribute to a high digital transformation process.
Also, the variables related to innovation and technological solutions (which belong to the group of information
technology variables) are the ones that need to be promoted in this case. Other variables that may require
repowering such as data and analytics, ways of working, digitalization are also identified.

COMPARISON WITH OTHER WORKS IN DIGITAL TRANSFORMATION

To compare this study with other works, a set of four criteria were established, which are outlined below:
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Cril: It uses non-intrusive schemes for diagnosis.
Cri2: It uses machine learning in the diagnostic model.
Cri3: It explains the reason for the level of deduced digital transformation.

Table 10 presents a comparison of this study with previous works based on these criteria that are deemed
pertinent in the context of agroindustrial MSMEs and their digital transformation. These criteria are significant
as they pertain to the application of automated technologies in agroindustry and the utilization of machine
learning to enhance the agroindustrial production process. By using machine learning in the diagnostic model,
it allows identifying patterns among the data to make predictions. By explaining the reason for the level of
digital transformation inferred, it will allow organizations to assess their current digital capability and establish
an improvement plan to move to a higher level.

Table 10. Comparison with other works.

Cril Cri2 Cri3
[3] N J X
[4] X X X
[5] X X X
[6] X X J
[7] X X J
[8] X X J
[9] X X J
This work J N N

The first criterion is met by the studies [3] and ours since both use computerized methods and models for
diagnosis. The second criterion is met by [3] and our study, which uses machine learning for different purposes,
such as information processing for dengue diagnosis [3]. The third criterion is met by studies [6], [7], [8], [9].
They explain the relationship between digital transformation and MSME performance, conduct digital
transformation maturity assessments, and design a comprehensive understanding of digital transformation and
its impact. and our study since it focuses on the digital transformation of agro-industrial MSMEs.

Our study meets all the requirements of a diagnostic model to analyze the digital transformation in an
organization, in our case, based on FCMs. Our model is not intrusive because it uses organizational expertise
to assess the current status of certain variables in the organization, and from there, it uses a computerized tool
to make the diagnosis. It uses the FCM theory as the machine learning technique, which is an explanatory
technique because an FCM allows explaining the conclusions that are reached through the causal relationships
that exist between the concepts/variables, the basis of its inference process.

VI. CONCLUSION

The purpose of this study was to develop a FCM to determine the level of digital transformation in MSMEs.
A computational tool is proposed to analyze the variables, which are divided into five specific types: i)
Organization and Culture, ii) Customer, iii) Operations and Internal Processes, iv) Information Technologies,
and v) Objective, which indicates the level of transformation digital in an organization according to the values
in the previous variables in this organization.

The FCM allowed analyzing the behavior of factors associated with digital transformation in MSMEs. Our
approach is an explicable and interpretive technique that permits the explanation of results based on the diverse
concepts in the digital transformation of the COBIT model.

This approach is very useful because it allows detecting the concepts that need to be strengthened or improved
in an organization to strengthen its digital transformation process to be more competitive. The developed model
is easily customizable and flexible, making it simple to integrate additional concepts and relationships. For its
use, only an initial vector of the current state of the variables related to the digital transformation and the weight
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matrix are required.

In the case studies of agroindustrial MSMEs, our FCM-based tool allowed determining the variables related

to digital transformation to improve. It was found that the variables associated with digitization, data and
analysis, innovation, and technological solutions, were those that should be improved.
In turn, our model allowed determining for the MSMEs of the agro-industrial sector analyzed, the variables that
should have a high value at the end because they influence the most to have a high level of digital transformation
in companies. According to the results obtained, they are the variables of Strategy (C1), Digital Services (C6),
Products (C7) and Business Model (C10). If these variables have a high value, they guarantee to reach a high
level of digital transformation in said organizations.

The FCM developed in this study has limitations. Firstly, it did not consider the Digital Maturity Model,
which identifies the level of digitization of processes, installed capabilities, and weaknesses in MSMEs.
Secondly, FCM maodels based on human knowledge may result in a biased evaluation of the accuracy of these
models. Particularly, both the FCM topology and the weights were defined by the experts.

Future research should focus on minimizing the bias of the digital transformation evaluation model in an
organization through a learning process of the FCM topology (and its weights) based on learning techniques
using organizational historical data linked to the COBIT model variables. Furthermore, since the dataset used
in this study is from a single city in Colombia, distributed strategies such as federated learning should be
considered to create a global model, in this case of a country, that includes data from different cities.
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Appendix E. Explainability Analysis of the
Evaluation Model of the Level of Digital
Transformation in MSMEs based on Fuzzy
Cognitive Maps.
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Abstract — the concept of digital transformation involves exploiting digital
technologies to generate new ways of doing things in organizations, including the
creation of new processes, models, and services that produce value based on the
digitization of data and processes. The application of digital technologies enables
organizations to develop capabilities for innovation, automation, etc., utilizing both
established and emerging technologies, including the widespread use of artificial
intelligence. This article proposes the implementation of Fuzzy Cognitive Maps (FCMs)
based on experts and data for the evaluation of the level of digital transformation in
MSMEs (Micro, Small and Medium Enterprises). Additionally, this work carries out an
explainability analysis of the evaluation models based on FCMs. The main digital
transformation variables used to define our FCMs were classified into five groups, based
on the COBIT standard: i) Organization and Culture variables related to strategies, way
of working, and ecosystems, ii) Customer variables related to services and digital
channels and products, iii) Operations and Internal Processes variables related to supply
chain, suppliers, and business model, iv) Information Technologies variables related to
innovation, digitization, data and analytic. Finally, the fifth type of variable is the target,
which indicates the level of digital transformation of the organization. Our model
managed to infer the level of digital transformation of the organizations studied.
Furthermore, the explanatory capacity of the FCMs developed in this work was explored
using different explainability methods, some general and others specific to the FCMs. In
general, the results obtained in the work are very encouraging since the quality metrics
obtained with the prediction methods are very good, almost always higher than 98%; and
the variability in the explainability techniques (very different between them), allow us to
analyze in depth the behavior of the variables in the results obtained, something very
important to understand how to improve the levels of digital transformation in
organizations.

Keywords: Digital Transformation, Fuzzy Cognitive Maps, Explainability Analysis,
Machine Learning.

1 Introduction

Digital transformation is the process of integrating digital technologies into the
business model, processes, and culture of an organization to improve its strategies, and
performance, among other things [1]. Digital transformation is a long-term endeavour that
entails determining how technology is employed within an organization to affect its
behaviour. Thus, digital transformation involves envisioning how digital technologies can
improve service levels, reduce costs, and optimize inventory management, among other
things, through the implementation of organizational changes using these technologies to
achieve operational excellence. Advanced technologies, such as artificial intelligence, data
analytics, and the Internet of Things, are integrated into the digital transformation process to
enable organizations to collect and analyse real-time data, automate processes, and improve
the supply chain.

On the other hand, FCMs are graph-based structures that support causal reasoning and
enable the propagation of causality in both forward and backward directions [2]. They are
particularly useful in domains where the concepts and relationships between them are
inherently fuzzy, such as politics, military affairs, and historical events. They have been used
in different areas where the modelling of the problem is very complex, such as health [3],
analysis of social networks [4], or emerging processes [5], [21], among others. FCMs have
had a lot of interest in the area of machine learning due to their explainability capabilities. In
the field of explainability analysis methods, a classification can be made according to
whether the explanation relates to the model and/or its output. This implies that explainability
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can be global, providing information on the inner workings of the whole model for a data set,
or local, focusing on a specific input A and its corresponding output Z. In general, many
explainability analysis methods are currently being developed, but one of the challenges is
knowing which ones are useful for each machine learning technique, such as which ones
could be used in FCMs.

1.1 RELATED WORKS

At the level of FCM in classification and prediction tasks, the approach described in
[3] combines different indicators used in the standard diagnosis of dengue, such as clinical
symptoms, laboratory tests, and physical findings, to determine the severity of dengue. The
model achieved an accuracy of 89.4% in diagnosing dengue, indicating performance very
close to other well-established machine learning models. Also, to study the vulnerability
factors to climate variability in Andean rural micro-watersheds, an FCM was employed in
[4], the results of the FCM application did not present an important difference between the
two climatic periods to which it was applied. Another work based on an FCM, and a fuzzy
linguistic methodology, called VIKOR, determines the vendor selection in Industry 4.0 [5].
VIKOR enables the ranking and selection of suitable suppliers for specific tasks.

The investigation carried out in [6] analyzes the effect of digital transformation on the
performance of MSMEs in terms of competitive advantage. The results of this research
highlight the positive influence of digital transformation on competitive advantage and the
overall performance of MSMEs. In [7], the goal is to develop a holistic maturity model for
digital transformation using a theory-based approach, known as DX-CMM. This model aims
to help organizations assess their current level of capability and maturity in digital
transformation, identify gaps, and create a standardized roadmap for enhancing their digital
transformation efforts. According to [6], technological advancements and digital information
are expected to be utilized by traditional entrepreneurs. However, this study concluded that
all proposed hypotheses were acceptable, and that competitive advantage partially mediated
the relationship between digital transformation and MSMEs' performance. In [8], the authors
propose a staged digital transformation capability maturity model framework that enables
organizations to assess their present digital capability and establish a plan of improvements
to move to a higher level. In [7] conducted a systematic literature review and found that none
of the 18 existing maturity models in the field of digital transformation met all the criteria of
appropriateness, completeness, clarity, and objectivity.

With respect to explainability Analysis for FCMs, the interpretability of FCMs has
been confined to the fact that both the concepts and the weights have a well-defined meaning
for the problem being modeled. This rather naive assumption oversimplifies the complexity
behind an FCM-based model. The work of Apostolopoulos et al. [35] studies the
explainability properties of FCMs and presents critical examples from the literature that
demonstrate their superiority in explainability tasks in various domains such as medical
precision agriculture, decision support systems, and public policy formulation. Napoles et al.
[36] propose a post-hoc explanation method to estimate the relevance of concepts in FCMs.
The proposal considers the dynamic properties of the FCM and uses the values of SHApley
additive explanations (SHAP) for scenario analysis. To improve the interpretability of FCMs,
in [37] the authors use Liang-Kleeman information flow (L-K IF) analysis, which identifies
actual causal relationships from the data using an automatic causal search algorithm. In [38]
they propose a symbolic explanation module that allows extracting information and patterns
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from the FCM-based model, which can be seen as an inverse symbolic reasoning rule that
infers the inputs that must be provided to the model to obtain the desired result. These
relationships are then imposed as constraints on the learning process to rule out spurious
correlations in the data to improve the aggregate predictive and explanatory power of the
model. Mansouri et al. [39] propose using an FCM to develop simplified auxiliary models
that can provide greater transparency to an LSTM model built to predict industrial bearing
failures based on vibration sensor readings. The FCM mimics the performance of the baseline
LSTM model and provides more information about the black-box model, such as (i) what
variables contribute to the prediction result and (ii) what values could be controlled to avoid
potential failures. Thus, the FCM is used to simplify the deep learning model and offer greater
explainability. Finally, the article [40] proposes a temporal FCM (tFCM) model, which
combines the predictive power of deep neural networks with the interpretability of FCMs. In
the proposed tFCM model, cognitive states are modeled as fuzzy, multidimensional, and
interrelated vectors, which are input into a short-term memory network for prediction. This
hybrid model combines the ability of deep neural networks to discover latent factors with the
ability of FCMs to reveal potential correlations.

According to the literature review, there is no digital transformation approach that
allows companies to evaluate their existing digital competencies and create a roadmap to
improve and reach a higher level. There are also no applications based on FCMs to analyze
digital transformation processes in organizations, or that develop an explainability analysis
process to understand the factors that may impact their organizational digital transformation.
Therefore, there is a lack of research and products available for maturity models related to
digital transformation.

1.2 CONTRIBUTIONS

The main objective of this research is to use FCM to evaluate the levels of digital
transformation in MSMEs and explain possible actions to be taken to improve these levels.
In this work, the causal relationships between digital transformation concepts are defined in
two different ways, using data or according to expert opinions. The FCM is responsible for
analyzing the factors associated with digital transformation data and providing a diagnosis.
The study is based on five groups of concepts issued by the Governance and Management
Obijectives in COBIT [7]. The concepts are classified into five types and reflect the behavior
of the company at all levels such as: i) Organization and Culture, ii) Customer, iii) Operations
and Internal Processes, iv) Information Technology, and v) Objective, which indicates the
digital transformation level of the organization. Also, the study considers several
explainability analysis algorithms in the context of FCMs. The main contributions of this
paper are:

e Develop several FCMs to determine the level of digital transformation in MSMEs.
Carry out an explainability analysis for the FCMs that allows studying their results in
the context of digital transformation.

This paper is organized as follows: Section 2 discusses the theoretical framework
employed, Section 3 defines our FCM for the evaluation of the digital transformation levels
in MSMEs, and Section 4 details the computational experiments conducted. Section 5
compares our explainability work with other papers in digital transformation, and Section 6
presents the conclusions and future works.
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2. THEORETICAL BACKGROUND

This section presents a background of Digital Transformation. In addition, it provides
the basic concepts of FCMs and explainability analysis in machine learning.

2.1 DIGITAL TRANSFORMATION

The application of digital technologies to generate significant changes in an
organization with the goal of improving its operations is what defines digital transformation.
[9]. Digital transformation is based on the adoption of digital technologies in an organization
to transform its business processes. The interpretation of "digital technology" in the context
of digital transformation differs across literature. Some authors encompass new Information
Technologies solutions [10], and others emphasize cutting-edge technologies like big data,
cloud computing, artificial intelligence, blockchain, and the Internet of Things [11], [20].
Also, some authors include social media analytics, and embedded devices [12].

As described in [13], there are two possible strategies for companies to undertake
digital transformation. The first is an offensive approach that involves investments in digital
transformation portfolios, while the second is a defensive approach that focuses on
cultivating new capabilities within the organization.

COBIT (Control Objectives for Information and Related Technology) is a model for
the characterization of business information technologies, promoted by ISACA
(https://www.isaca.org) since 1996. The COBIT model for digital transformation classifies
the concepts into four types:

a) Organization and Culture: variables related to the culture and management of the
organization. The concepts of this variable used in this work are:

e Strategy, it refers to having an action plan for digital transformation and an
understanding of the competitive environment,

e Culture and management: it refers to good practices at work, in the management
of organizational processes and in the development of leadership, promoting
human talent in its different areas and levels, creating an agile and innovative
culture,

o Way of working: it refers to the type of face-to-face work and/or teleworking, and
the practices and procedures implicit in them,

o Leadership: it refers to the managerial activities that organizational leaders have
to influence the work team, and

e Ecosystems: it refers to the environment, not only internal, but also close external
to the organization, which impacts the digital transformation process, to analyze
its economic/social/cultural effect.

b) Customer: variables related to services (digital or not). The concepts of this variable used
in this work are:

o Digital channels are the distribution channels of the different organizational
strategic messages sent to interested parties.

e Products, services, and/or products offered by the organization as a result of its
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job or operation, and

o Digital services refer to the use of digital tools to improve the customer
experience, based on a deep understanding of the customer and its needs.

c) Operations and Internal Processes: variables related to the organizational flow. The
concepts of this variable used in this work are:

e Supply chains are the supply chains of goods and services that an organization
requires for its operation,

o Suppliers refer to having providers of technological solutions, in addition to
having advisors who accompany the digital transformation process of the
organization, and

e Business model refers to the organizational capacity to explore new businesses
based on technology, the development of new products that allow new markets to
be captured, among other things.

d) Information Technology: variables related to the organization technology. The concepts
of this variable used in this work are:

¢ Innovation refers to the business strategy of organizational transformation and
human resource management based on reengineering, optimization, and process
improvement,

o Digitization is the process of transforming analog or intangible processes, and
physical or tangible elements, into digital ones,

o Data and analytics refer to the level of access to data that an organization has, the
potential to monetize it by learning about its different uses, among other things,
and

o Utilization of technological solutions involves implementing methods, systems,
or tools that aid in the execution of organizational tasks with greater efficiency,
as well as automating certain processes.

2.2 FUNDAMENTALS OF FCM.

In 1986, Kosko developed FCMs [14] from the cognitive maps of Axelrod's work in
1976 [27]. FCMs are a popular way of modeling complex systems because of their
straightforward construction and interpretation. They consist of a network of concepts and
their interrelationships [14], [15], [18].

2.2.1 BASIC DEFINITIONS OF AN FCM

In Figure 1, an FCM is shown, which consists of eight concepts (C1 to C8). Each concept
denotes a specific variable of the system to study. The impact of one concept on another is
displayed by the weight in the directed edges among them [16]. Different strategies can be
employed to establish these relationships within FCMs. In [18], [22], [25] Aguilar et al.
describe three ways to define the relationships in FCMs: using fuzzy rules, generic logical
rules that describe the causal relationships, or mathematical models to describe the system
under evaluation.
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Figure 1. Example of an FCM.

The weight assignment in FCMs can be carried out using different methods, including
those involving expert opinion or learning processes [16], [18], [22]. The weights assigned
represent the influence of one concept on another, with values ranging from -1 to +1 or 0 to
1, indicating either activating or inhibiting impacts [2]. Thus, different levels of causality are
represented. An example of degrees of causality using linguistic terms can be found in Table
1. For example, if the value of the antecedent concept Ci is significantly low, and the value
of the consequent concept Cj is substantially high, then the causal link between the two
concepts can be categorized as negatively high. Mathematically, an FCM is represented as
a tuple of four elements:

®= M), r W) (1)

where C € R™ is the set of m concepts (Cy, ..., Cm), f (+) is the activation function that
holds concept values in a determined range r, and W € R™ ™ is the adjacency matrix employed
to capture the connections among the concepts.

Table 1. Example of generic logic rules used to classify the causal relationships based
on the values of concepts.

Linguistic term Numerical value Generic logic rule

Antecedent C; Consequent C;

Positive complete 1 Very high Very high
Positive high 0.75 High High
Positive moderate 0.5 Medium Medium
Positive low 0.25 Low Low

Null 0 NA NA

There are various activation functions that can be used to model the activation of each
concept in an FCM (see Table 2). The selection of a specific activation function depends on
the specific problem being addressed. For example, if the goal is to model disease symptoms,
the sigmoid function may be more appropriate than the hyperbolic tangent function since the
values of the concepts being modeled will typically range from O (absence of the symptom)
to 1 (presence of the symptom), making negative values unnecessary [18], [19].
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Table 2. Activation functions used in FCMSs.

Activation function Equation Range
Bivalent 1x>0 flxye 10,1}
fx) = 0x<0
Trivalent x)e {-1,0,1
rivalen I x>0 fxyed }
fy=40 x=0
-1 x<0
Sigmoid fl)= —— flx)e[0,1]
: l4ea
Hyperbolic tangent flr)= = fx)e[-1.1]
. ettet

W is used to store the relationships between the concepts in an FCM. For example, see
the adjacency matrix for the FCM of Fig. 1 in Fig. 2.

Ci C: Cs C. Cs Cs C; Cs
C, 0 0 0 0 0 0 0 Wig
C: w0 wz 0 wes 0 0 0
Cs 0 0 0 wi 0 0 0 0
W= G 0 0 0 0 0 0 0 0
Cs 0 0 0 Wisg 0 Wss 0 0
Cs 0 0 0 0 0 0 wez O
C; 0 0 wz 0 0 0 0 0
Cs 0 Wz 0 0 0 0 Ws7 0

Figure 2. Example of Adjacency Matrix.
2.2.2 REASONING IN FCMs

To mathematically define the inference process in an FCM, three key components are
required: the weight matrix W, the activation function, and the current state vector of the
FCM (a € R™) which indicates the current degree of activation of each concept. The
activation degree of a concept determines if the concept is activated or stimulated in a
particular iteration. Thus, in the case of the range [0, 1], a concept is "activated” when its
value is 0 in one iteration (t) but becomes greater than O in the next iteration (t + 1).

To infer the output in an FCM, it is process is necessary to define a process that involves
calculating the state vector through successive iterations of multiplying it with the weights
matrix until the system reaches a steady state, as is defined by Equation 2 [14]:

a}(f-'— 1) =f( Z -Wr}-ﬂ{-(ﬂ) (2]

i=1,i~j

where a; (t + 1) is the value of concept Cj at iteration t + 1, m is the number of concepts,

Wij;j is the value for the relationship from concept Ci to concept Cj, and a;(t) is the value of
concept C; at iteration t. The point of equilibrium (steady state) is reached when a;(t) = aj(z—1)
or aj(t) = aj(z—1) <0.001. Thus, the system is considered to have reached a steady state when
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the difference between the state vectors in consecutive iterations is less than or equal to 0.001.

This is the base of the reasoning mechanism of an FCM. FCMs are a crucial tool in
simulation scenarios because they enable experts to analyze the system's performance from
various starting points. An initial condition is defined by the set of concepts in the iteration
(0) and is denoted as:

a0)=[a1(0), a2(0), ...., am(0)] (3)
where a1(0) is the value of concept C; at iteration = 0.

2.3 EXPLICABILITY IN FCM

In the current landscape, the ability to provide explanations for results obtained using
machine learning techniques is crucial, especially in critical sectors. Literature has developed
various explainability methods [28]. Some of these methods are Local Interpretable Model-
agnostic Explications (LIME) and feature importance, and the Weight-Filter FCM method
proposed in [34]. In this work, we propose an explainability analysis based on these methods.

2.3.1 Explicability Analysis based on Weight-Filter FCM

Much of the existing research on FCM focuses mainly on the constructions of the
models and examining the causal relationships between the concepts. There is a notable
scarcity of work that delves into a more comprehensive analysis of explainability in FCM.
Moreover, the limited studies that do exist often concentrate on employing local sensitivity
to quantify the impact of slight perturbations, or changes in input values and weights on the
model's predictive capacity.

In the article [34], the authors present a different method. The fundamental concepts
of this approach are clarified below. The evaluation of sensitivity between concepts is carried
out by eliminating low-impact causal connections between input concepts and target
concepts. Thus, this approach aims to examine the causal impact exerted by less impactful
concepts on the target concepts to which they are connected. The goal is to determine if this
influence significantly affects the performance of the model. To achieve this, the least
impactful causal connections (with fewer weights) are eliminated, establishing weight
thresholds for this decision. Thus, for a given threshold value u, each causal relationship is
characterized by a weight wit where Ci represents an input concept and Ct is a target concept,
if the weight wi falls below the specified threshold u, then this causal relationship is
eliminated in the model. Once these concepts have been eliminated, the quality of the FCM
model with that new configuration is evaluated, and if the performance results do not degrade
with that new model, then it is definitively eliminated.

Thus, if notable variations in results emerge between the initial model and the
adjusted model, then it can be inferred that the removal of less impactful causal relations
influences the performance of the model.

2.3.2 Explicability analysis based on LIME
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LIME, introduced by Ribeiro et al. [32], is a method designed to elucidate individual
predictions made by a model through the construction of local surrogate models for each
specific prediction. The surrogate models are formulated by generating a set of instances in
proximity to the target instance and assigning labels to them using the original machine
learning model. Subsequently, these instances and labels are employed to train the surrogate
model, which tends to be more interpretable. The primary objective of LIME is to provide an
explanation for the prediction of a given instance. For each instance requiring an explanation,
LIME generates a surrogate model. Given a specific instance, LIME investigates the impact
on the prediction when variations occur within the variables of that instance. These variations
constitute the neighborhood of the instance. Equation 4 illustrates the bases of LIME to obtain
an explanation for a data point x.

e(X) = argming (L (f,g.mx) + 0(g))  (4)

Where g is the family of possible explanations, L is the loss function and it measures
how close g (surrogate model) is to the prediction of f (original model) in its vicinity zy, and
6(g) measures the complexity of the surrogate model

2.3.3 Explicability analysis based on Feature importance

The Feature Importance is a method that calculates the relative importance of each
descriptor/feature, given a dataset, in the building of a model. The feature importance method
is useful in several contexts such as Feature selection, Model interpretability, Model
debugging, and Business decision-making, among others. In this work, we will use it to
evaluate the model interpretability. The method provides several ways to classify features
according to their contributions to the inference of the target variable. It is possible to use
different strategies to analyze the importance of the features, such as the correlation with the
target variable, the quality of the model according to each variable, among others. In this
work, the sensitivity of the results to the permutation of their values will be used due to its
simplicity, easy understanding and low computational cost. The conceptual bases of this
method (permutation criterion) are [33]:

Let X = [x;.x5, ... %), ... x| be an individual with m features, where x; is the
descriptor j of the individual X. Let C = [c1c2 ...ck, ....c,] be an array that contains the
labels of the classes that any individual X belongs. In this sense, a possible structure of the
dataset is shown in Figure 3.

(D) 1) - @ . oxp() o
(xf(Z) x5(2) ... xf(2) ... xH(2) cz\‘
L
x(k) ... oxf(k) ... xRk ckl
K@) . X)) .. xh(D) cp/

Figure 3. Structure of the dataset.

Where x*(p) represents the descriptor j of the individual n in the class p. The permutation
criterion algorithm consists of modifying the values of descriptor j, leaving the rest of the
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values fixed, to determine the performance metric of the model. Thus, each time the model
is trained for a new value of the analysed characteristic (e.g., descriptor j) its performance
metrics are
calculated. This is done repetitively to analyse the sensitivity of the model to
the variable.

From the above, the sensitivity of the model to each variable is obtained, such that if the
results change a lot, then the model is very sensitive, otherwise, it is not very sensitive. This
allows establishing a ranking between the variables, with the most sensitive being the most
highly ranked.

30OURFCM TO EVALUATE THE LEVEL OF DIGITAL TRANSFORMATION
IN COMPANIES.

This section details the process of constructing our evaluation model about the level of
digital transformation in organizations utilizing FCMs. Our FCMs are based on experts and
data to define the relationships. The construction of the FCMs is based on a methodology
that consists of six steps [3], [23], [24]. The rest of this section briefly describes these steps
applied to our FCM.

3.1 SELECTION OF EXPERTS AND PREPARATION OF THE DATASET

For the construction of the FCM based on experts, this study included the participation
of five experts with more than five years of experience in digital transformation. They have
experiences in the fields of management of digital transformation processes in different
companies and government entities, in the study of the COBIT Model, in the field of business
models and Digital Economy, Government Digitization, among other areas.

On the other hand, the dataset used to build the FCM is from the National
Administrative Department of Statistics -DANE-, a Colombian entity responsible for the
planning, collection, processing, analysis, and dissemination of statistics of companies and
official organizations, at the national and international level [41]. The original dataset has
635 variables and corresponds to data from Colombian MSMEs. We selected from the dataset
the 15 variables that the experts defined that are like the concepts of the COBIT model, so
they are in turn relevant to characterize the Colombian MSMEs. These variables from the
dataset are organizational methods, agile culture, collaborative work, work modality, work
team, digital utility, products offered, distribution routes, supply chain, procedure, business
pattern, analytics, novelty, digitalization and technologies. Finally, records with more than
80% missing values, for variables, are dropped. Additionally, we used the Synthetic Minority
Oversampling Technique (SMOTE) to balance the classes [31].

3.2 CONCEPTS AND RELATIONSHIPS

In the case of the FCM based on experts, the initial phase of this process is carried out
by experts in digital transformation. Based on the established concepts of the COBIT model
(see Table 3), the experts constructed W with values ranging from O to 1 to indicate the
relationships between the concepts. Table 3 shows an additional concept to those used in the
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COBIT model, which is the concept of the digital transformation level. This concept is the
concept that is inferred using the FCM. Using Table 1 as a guide, the experts selected the
linguistic term that best represented the relationship between each concept, and then assigned
numerical values to these terms to create the weight matrix.

Table 3. FCM Concepts for Digital Transformation.

Node Name Concept
C1 Strategy
c2 Culture and Management
C3 Way of working
C4 Leadership
C5 Ecosystems
C6é Digital Services
c7 Products
C8 Digital Channels
C9 Suppliers and Supply Chain
C10 Business Model
Cl1 Processes
C12 Innovation
C13 Digitalization
Cl4 Technological Solutions
C15 Data Analytics
End Node Digital Transformation

In the case of the learning approach (FCM based on data), we have used the FCM
expert tool [2] to find the best FCM, which is based on PSO.

3.3 FCM DESIGN

In the FCMs developed by the experts in MSMEs, their knowledge is mixed into a
single overall map to define the FCM. The process for producing a consolidated global map
is described by the equation below [21], [22]:

NE

& i
EU - — NE (4)

This equation calculates the overall weight for the FCM, represented by ESj. The
opinion of each expert e regarding the causal link between concepts C; and C; is represented
by E®jj, and NE indicates the total number of experts who participated. For the construction
of this FCM, we also have used the FCM Expert package (version 1.0.0) [2] but in the
literature, there are others like [22], [25], [26]. Figure 4 shows the final FCMs.
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Also, as we said before, in the case of the FCM based on data, we have used the FCM
expert package [2] to train the FCM, which uses a PSO for the training. Specifically, the
dataset is divided into a part (80%) for the training of the FCM and the rest for the test phase.

Figure 4. General FCM for evaluating the level of digital transformation in companies.
3.4 INFERENCE

The fourth step involves the utilization of the FCMs defined in this study to analyze
different scenarios (for example, in our case, the level of digital transformation of different
organizations) [18], [21]. In this step, the inference process is carried out for each case study,
following the reasoning process of the FCMs. The experiment design and the results of this
stage are shown in section 4.

3.5 INTERPRETATION

The interpretation of FCM inference results for each case study is carried out in this
step and is detailed in section 4. In our case, we are going to use four explainability analysis
methods, which are LIME, feature importance, Weight-Filter FCM, and an explainability
analysis based on Classic FCM. In the latter case, since the way in which FCM establishes
influence relationships between the input concepts and the target concepts is through the use
of weights assigned to the causal relationships, they are used to identify the most influential
characteristics in the model decision-making process.

3.6 DECISION

The last stage is the decision that the user of the FCMs can make to improve the digital
transformation process in the organization based on their results. Since FCMs are now
extended with explainability analysis methods, this new information can be used in the
decision-making process to identify exactly what to do.

4 EXPERIMENTS
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This section aims to evaluate the efficacy of our FCMs in different scenarios to
categorize the levels of digital transformation in multiple organizations. Two organizations
are selected as case studies for this purpose and two FCMs are defined, one based on experts
and another on data. Initially, the COBIT concepts are subject to an evaluation within each
organization, to generate the input of the FCM inference process to ascertain the respective
digital transformation levels.

4.1 COMPARISON OF THE RESULTS

4.1.1 USING THE TEST DATASET.

The results obtained from the application of the data-driven FCM on the dataset
described above correspond to a precision of 1, an accuracy of 1, a recall of 1 and an F1 score
of 1, which indicates an excellent performance for the prediction of the concept that
represents the digital transformation. The hyperparameter configuration that allowed us to
achieve this result consists of an initial population size of 70 individuals, the sigmoid function
as the activation function, and the modified Kosko function as the reasoning inference
function. In the case of the FCM based on experts, the results are an accuracy of 0.9835,
precision of 0.98, recall of 1 and F1-Score of 0.99, which indicates a lower performance for
the prediction of the concept that represents the level of digital transformation (see Table 4).

Table 4. Quality of the proposed FCMs.

accuracy | precision recall F1-Score
Data-driven FCM 1 1 1 1
Expert-based FCM 0.9835 0.98 1 0.99

4.1.2 CASE 2. FOR THE CHAMBER OF COMMERCE.

The chamber of commerce acts as a collective body, bringing entrepreneurs and business
owners together. In an effort to streamline business operations, Chambers of Commerce are
broadening their range of offerings to encompass virtual services, allowing users to conduct
their tasks with enhanced speed and convenience.

Table 5 shows the input values for concepts, where 0 is the absence of value in that
concept and 1 is the maximum presence of that concept. In this organization, the current
values of each concept of the COBIT model were determined as the average of what the
company's experts thought. The final values are mentioned below: the concept of Strategy
(C1) with a value of 0.7, Culture and Management (C2) of 0.7, Way of Working (C3) of 0.5,
Leadership (C4) of 0.3, Ecosystems (C5) of 0.5, Digital Services (C6) of 0.7, Products (C7)
of 0.6, Digital Channels (C8) of 0.8, Suppliers and Supply Chain (C9) of 0.4, Model of
Business (C10) of 0.6, Processes (C11) of 0.4, Innovation (C12) of 0.8, Digitalization (C13)
of 0.8, Technological Solutions (C14) of 0.9 and Data Analytics (C15) of 0.4. With the
weights averaged by the experts, we proceeded to infer the results in each FCM (see Table
6).

Table 5. Input values for the case study 2.
|c1|c2|c3|ca|cs|cs|c7|cs|ca|cio|cii|ciz|c13|ci14|c1s5]
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Table 6 shows the results of the inference processes. In the final vector, the digital
transformation concept (CTD) reached a value of 0.9954 and 0.9979, respectively.

Table 6. Output vector for the case study 2.

C1l

C2

C3

C4

C5

C6

C7

C8

C9

C10

Cl11

C12

C13

Cl4

C15 | CTD

Expert
based FCM

0,936

0,8878

0,741710,7754

0,889 [0,9532

0,8539

0,8336 | 0,9502

0,9502

0,8832

0,741

0,638

0,7129

0,659 | 0,9954

Data driven
FCM

0,9854 | 0,9626

0,9514 | 0,916

0,9691 | 0,9863

0,9793

0,9829 | 0,9761

0,9939

0,9778

0,9834

0,9666

0,971

0,97710,9979

4.1.3 CASE 3. GALAVIS COFFEE COMPANY.

Galavis Coffe is a north Santander Company, founded in 1918, dedicated to the roasting
and distribution of Colombian Coffee. Table 7 shows the input values for the concepts of the
COBIT model of digital transformation. These values describe the current state of these
concepts in the organization according to the company's experts. With this input, the results
of the inference process in each FCM is defined in Table 8.

Table 7. Input table for the case study 3.

C1l

C2|C3

C4

C5 | C6

C7

C8 | C9

C10 | C11

C12 | C13

C14

C15

0,5

0,403

0,5

0,3[04

0,4

0,403

0,4 10,5

03103

0,3

0,3

Thus, Table 8 shows the final vector of concepts. In this case, the CTD decision concept
reached a value of 0.9954 and 0.9978, respectively.

Table 8. Output vector for the case study 3.

C1 C2 C3 C4 C5 C6 C7 C8 C9 C10 C11 C12 C13 C14 C15 CTD
Expert
based
FCM 0,936 ] 0,8878 | 0,7417 | 0,7754 | 0,889 | 0,9532 | 0,8539 | 0,9636 | 0,9502 | 0,9502 | 0,8832 | 0,741 | 0,638 | 0,7129 | 0,659 | 0,9954
Data
driven
FCM | 0,9821 | 0,9589 | 0,9501 | 0,9002 | 0,9622 | 0,9791 | 0,9703 | 0,9754 | 0,9712 | 0,9905 | 0,9708 | 0,9788 | 0,9616 | 0,9699 | 0,971 | 0,9978

The two FCMs reach a very close CTD value. The inference process (causal
relationship) of both models in this case leads to very close values even though the behavior
of the other concepts is not the same in each model (for the same input). For example, in the
expert-based FCM, the relevant variables at the end are C1, C6, C8, C9, and C10, while in
the Data-driven FCM are all.

4.2 EXPLICABILITY ANALYSIS

For the explainability analysis, LIME, Feature Importance and classic FCM methods
were used for the data-based FCM. For the expert-based FCM, the weight filter FCM was
used. In the case of expert-based FCM, the classic FCM method cannot be used since the
weights that reached the target variable were all the same. Additionally, the LIME and
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Feature Importance methods require data in their analysis to update the FCM model after a
training phase, which is not possible in expert-based FCM. In the case of the data-based
FCM, the weight filter FCM method was not used because in this case, the model depends
on all the variables with a certain relevance, in such a way that when applying any type of
filter to eliminate some of them, the model no longer behaved adequately.

4.2.1 Explicability Analysis based on Weight-Filter FCM for expert-based FCM
Table 9 shows the adjacency matrix given by the average of the weights given by the experts
in each of the relationships between the concepts. In this case, the most important

characteristic is "C14" with an influence of 0 .44, followed by "C13" with 0.40.

Table 9. Adjacency Matrix Average weights given by Experts.

[es Je2 ] a3 ecaes [c6 [ e7 [ea[coecw] e [caa] eas [eaa] eas [ero] Average

[e1 [strategy [ o ] [ [o,625] [ [ [ I [o0,625] 0,125 | [ [ [o,562[05] 0,34
[€2 Jculture and Management [o,125] @ [0,875]0,625 [ [ [ [ [ 0,18 | [ [ [ [ [o.125]05] o322
[€3 [way of working [ [o7s [0 ] [o125] [ [0,125] [ [ [ [ [ [ [os] o203
[ca Jieadership [os5]os] [0 Joizs] [ [ I [ [0,1875 [ [ [ [ [os] o2n
[e5 [Ecosystems [ [ [ [ [ o ] [ [o,625] [0,125] [ [ o125 [o12s5]o.125[ 05 o250
[cs [pigital services [o5] [ [ [oes] @ [ o5 ] I [ 075 ] [ [ [ [ [os] o385
[e7 [Products | | | | | | [0 ] \ [0,125] | | | | [osT o028
[ca [pigital channels | [0,625] | [o75] [os2s] @ ] | | | | | [o,87] 05 0,385
[co Jsuppliers and Supply Chain | [ [ [ [ [ [ [ [0 Jos] 075 [o125] [ [ [05] o290
[c10]Business model [o,625] [ [ [ [o625] [ [ o5 [ 0 Jo82s [o625] 0,125 [ [os5] o366
[c11[pProcesses [ [ [ [ [ [o625] [ [0,875] [ o ] [ 0,187 [ [ [os] o317
[c12]innovation [ [ [ [ [ [ o5 ] [ I [ os Joes [ o | [ [ [os] o312
[c13]pigitization [ [ [ [ [ [0525] [ [ [07 ] [ [ o ] [o887] 05 0408
[c1a[Technological solutions | [ [ [ [ [os] 1 Jo75]075] 05 ] [ [ [ o] [o5] o443
[c15]Data and Analytics [o0,75] [ [ [ [ [ [ I [ os o7 ] [ o5 | [To JosI o3

The thresholds have been defined considering the distribution of the weights of the causal
relationships given by the experts. This analysis allows us to evaluate the influence of
concepts with lower weights by observing whether the behavior of the model changes or
remains the same. Table 10 summarizes the filters selected. Each filter is more restrictive
than the previous one. For example, Filter 1 is responsible for removing all causal
relationships associated with the target concepts (classes) whose weight is less than or equal
to 0.125. Filter 2 suppresses causal relationships with weights less than 0.25, Filter 3
eliminates all causal relationships with weights less than 0.50, while Filter 4 suppresses
causal relationships with weights less than 0.75.

Table 10. Filters based on the average of the weights of the causal relationships with respect
to the target variable.

Filter 1 <=0.125
Filter 2 <0.25
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Filter 3 <0.50
Filter 4 <0.75

For filters 1, 2, and 3, the results of the inference process have a small variation between the
relationships of the concepts (see the value of CTD in Table 11 for filter 1). This tells us that
we cannot clearly extract a feature that is more relevant than the others.

Table 11. Results with filter 1.

=% Inference results — O =

Plotter
Step C1 c2 C3 c4 C5 ce C7 ca c2 C10 C11 12 C13 C14 C1i5 CTD

o] 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

1 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

2 0.8741 | 0.8081 [ 0.7186 | 0.7549 | 0.7663 | 0.8741 | 0.8267 | 0.7663 | 0.8267 | 0.9284 | 0.867 [0.6926 |0.6792 | 0.6225 | 0.7548 | 0.9859
3 0.9635 | 0.9006 | 0.8062 | 0.8589 | 0.8654 | 0.956 |0.9141 | 0.8471 | 0.9253 | 0.9843 | 0.9555 |0.7812 | 0.742 |0.6508 | 0.8472 | 0.999
4 0.9735 | 0.9216 (0.8312 | 0.8833 | 0.891 | 0.966 |0.9291 | 0.8674 | 0.9394 | 0.9889 | 0.9673 | 0.8016 | 0.7524 | 0.6572 | 0.8697 | 0.9994
5 0.9745 | 0.9261 | 0.8372 | 0.8877 | 0.8952 | 0.9675 | 0.9316 | 0.8715 [ 0.9412 | 0.9896 | 0.969 |(0.8053 | 0.758 |0.6586 |0.8744 | 0.9995
5] 0.975 | 0.9271 | 0.8386 |0.8885 | 0.896 |0.9678 |0.9321 | 0.8727 | 0.9415 |0.9897 | 0.9693 | 0.8059 | 0.75695 | 0.659 | 0.8754 |0.9995
7 0.9751 | 0.9273 | 0.8389 | 0.88587 | 0.8962 | 0.9579 | 0.9322 | 0.8729 | 0.9415 | 0.9897 | 0.96594 | 0.806 |0.7595 | 0.659 |0.8757 |0.9995

For filter 4, when performing the inference, it results in a significant variation in the results
of CTD. At the end, the most important feature is “C10” with an influence of 0.91, “C9” with
an influence of 0.89, followed by “C11” with an influence of 0.88 (see Table 12). In general,
it is observed that the other concepts (“C4”, “C5”, “C6”, “C8”, “C12”, “C13”, “C14” and
“C15”) do not have a relevant contribution to the prediction.

Table 12. Result of weights with filter 4.

=4 |nference results — [} =

Flotter

Step c1 c2 Cc3 c4 C5 C& c7 ca cg C10 ci1 c12 C13 ci4 C15 cTD
o 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0
1 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5
2 0.7549 |0.7058 |0.7186 |0.6225 (0.7058 (0.6225 (0.7311 [0.7058 |0.7879 |0.8176 |0.7773 |0.6225 |0.6225 |0.6225 |0.6225 |0.6225
3 0.8319 |0.7754 |0.7919 |0.6508 (0.7747 (0.6508 [0.7947 [0.75636 |0.8738 |0.8966 |0.8624 |0.6508 |0.6508 |0.6508 |0.6508 |0.6508
4 0,8502 |0.7974 |0.8132 (0.6572 [0.7937 (0.6572 |0.8093 |0.7775 |0.8925 |0,9106 |0.8814 | 0.6572 |0.6572 |0.6572 |0.6572 (0.6572
5 0.5542 |0.8033 |0.8192 |0.6586 (0.7985 (0.6586 [0.8125 [0.7808 |0.8963 |0.9131 |0.8853 |0.65306 |0.6586 |0.6586 |0.65806 |0.6536
5] 0.8551 | 0,805 |0.8209 | 0.659 (0.7997 | 0.65%9 |0.8132 |0.7816 |0.8971 |0,9135 |0.8861 | 0.659 | 0.659 | 0.659 | 0.659 | 0.659
7 0.3553 |0.8054 |0.8213 | 0.659 (0.7999 | 0.659 |0.8134 |0.7817 |0.8972 |0.9136 |0.8863 | 0.659 | 0.659 | 0.659 | 0.659 | 0.659

4.2.2 Explicability Analysis based on Classic FCM for data-based FCM

According to the FCM model generated with the dataset (see Figure 5), the most
important feature is "C1" with an influence of 0.52, followed by "C5' 'with 0.44. "C12"
and "C15" both have an influence of 0.42 and 0.40, respectively. Finally, "C8" has an
influence of 0.36. We see that there are no common relevant concepts with respect to
those defined in section 4.2.1.
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Figure 5. Weight importance Plot.

It is good to highlight that both explainability methods for FCM give different results
in the explainability analysis. Now, the reason is that one is based on eliminating the concepts
with less weight in their relationship with CTD (section 4.2.1) such that it does not affect the
quality of the inferences, while the one in this section is left the concepts with greater weight
in the relationship with CTD. Thus, opposite processes follow, but despite that, they agree
on some relevant concepts, for example, C1 and C15.

4.2.3 Explicability analysis based on LIME for data-based FCM
Next, we present an example of the analysis that can be done for each class in each

dataset, to study the behavior of each variable in a given model. Figure 6 illustrates the
calculation of the LIME values for the prediction of the class 1.

Prediction probabilities No
0.91<C5<=097
No 2
C10<=0.33
ves [ 100 o
031<C8<=0.50

021
0.06<C14<=0.07
019

C12<=040
0.5

0.00<C15<=1.00
015
Cl11>0.69
011

0.00<C2<=0.67
01

C7<=0.00
008

0.50 <C4 <=1.00
0.04

Figure 6. Feature Importance based on LIME for class 1 for data-based
FCM.
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[('©.91 < C5 <= ©.97', ©.3001793956564),
('Cle <= ©.33', ©.26649081469982155),

('®.31 < C8 <= 9.50', -0.2128230535399748),
('0.86 < C14 <= ©.87', 0.1858697854062809),
('C12 <= ©.49', ©.1486919748988927),

('0.00 < C15 <= 1.68', ©.14711882758805537),
('C11 > ©.69', ©.11321779302762842),

('0.80 < C2 <= ©.67', -0.11210549718522849),
('C7 <= B.0@R', -0.07796034786804207),

('0.50 < C4 <= 1.00', -0.04413467707423912)]

Figure 7. LIME for class 1 of the data-based FCM

To analyze the results presented in Figure 6, the following is taken into consideration:

The order of the features reflects their weight in the model’s prediction. This shows
a ranking of which features are more important for obtaining that prediction. In this
case, the variable “C5” has 30% importance, “C10” with 27%, “C8” with 21%, “C14”
with 18%. and “C12” has 15%. These are the most influential features.

The colour of each feature and the x-axis indicate how it positively or negatively
influences the prediction. The variables "C5", "C10" and "C14" (orange color) have
a positive influence on the prediction, while the variables "C8", and "C2" (blue color)
have a negative influence.

The value next to each feature indicates the threshold from which it positively or
negatively contributes to the prediction of the class. For example, values between
0.91 and 0, 97 for “C5” have a positive impact on the prediction. Also, values within
<0.31 and <= 0.50 of “C8” have a negative contribution to the prediction.

Figure 7 summarizes all the information shown in Figure 6, showing
the list of variables, from which values impact the results, and the degree
of importance of each variable.

Based on the information explained above and Figure 7, we can extract the following
conclusions in terms of explainability:

”C5” is  the  variable with the  highest positive weight in
the prediction. Values in the interval (0.91, 0.97] contribute to the
prediction of class 1 of the dataset.

”C10” is the second most positively weighted feature
in the prediction. Values lower than the 0.33 threshold contribute to the
prediction of class 1.

“C8” is the variable with the highest negative weight in the prediction, Values in the
interval (0.31,0.50] contribute to a prediction of class 0.

“C14” and” C15” are the third and fourth features with the highest positive weight in
predicting class 1. Values in the intervals (0.06,0.07] and (0,1], respectively,
contribute to the prediction of class 1.

“C2», “C77 and “C4” have a  significant negative  impact
on the prediction of class 1; however, their influence and weight are lower than the
rest of the variables already discussed.

The rest of the variables have a little significant impact on the prediction.
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Based on a similar feature importance analysis for the rest of the classes, we
establish the overall importance of the features in each of the datasets. Figure 8 shows the
ranking of the most important features for the FCM model.

LIME Importance Plot

C15

Cc3

C5

C14

c9

0 5 10 15 20
Figure 8. Ranking of the most important features for the FCM model.
It is observed that the "C15" characteristic is the most important for the model, with 23%.

Itis followed by "C3" with 14%. Next are "C5" with 9.6%, followed by "C9" and "C14" both
with 7.2%

4.2.4 Explicability analysis based on Feature Importance for data-based FCM
In this section, we proceed with the explainability analysis using the feature

importance method based on permutation. Figure 9 shows the most relevant characteristics
according to this analysis.

Feature Importance Plot

C15

Cc10
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(o]

C13
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Figure 9. Most relevant characteristics according to the analysis.
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In this case, the most important feature is “C15” with a value of 15. It is followed by
“C10” with 11, and “C9” with a value of 10. Finally, “C6” with 10, and “C13” with 1.04.

4.2.5 Comparison between Explainability Methods

In Table 13, we see the most important features that each method provides. First, we
note that the FCM models give a different ranking of the most relevant characteristics, but
even the methods for the same model as well (for example, in the case of FCM based on
Data). Now, the only feature that appears in all cases, and even in two with the highest value,
Is C15. Other features that appear several times are C10 and C5, twice between the first 3,
and C3, C9, C6 and C14. In that sense, C15 (Data Analytics) mainly, and C5 (Ecosystems)
and C10 (Business Model), are essential according to our analyzes for a high level of digital
transformation in an organization.

Table 13. Feature Importance by Method.

Method First Second | Third Others
Feature | Feature | Feature
Expert-based FCM and C10 C8 Cl1 C4, C5, Co, C8,
Weight-Filter FCM C12, C13,Cl14 and
C15.
Data-based FCM and C1 C5 Ci12 Ci15
Classic FCM
Data-based FCM and C15 C3 C5 C9and C14
LIME
Data-based FCM and C15 C10 C9 C6 and C13
Feature Importance

Explainability methods can produce different results regarding feature importance
due to variations in their approaches, assumptions, and limitations. These discrepancies can
lead to differences in determining which features are considered most crucial to the model.
Numerous authors, including Lundberg and Lee [42], and Ribeiro et al.[43], provide detailed
comparisons illustrating how different explainability methods produce variable results.
Given these differences in results between explainability methods, an analysis of feature
importance performance was performed for each method. The RemOve And Retrain (ROAR)
method was used [44]. ROAR is a method used to evaluate the importance of features, in
which the subset of the input features considered most critical in a given explainability
method is removed, and replaced with a constant average value. By observing how model
performance changes when these features are removed and replaced, ROAR provides
information about the relative importance of different input features in the model's
predictions. A degradation rate is calculated, defined as the difference in performance
between the model trained with all features and one trained without a proportion of the
features considered most important by each explainability method. In our case, the 3 most
important characteristics were considered according to each method, as shown in Table 13.
Precision was used as a metric to calculate the degradation rate. The method with the highest
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degradation rate is considered to suggest the importance of the features that best fit the
predictive behavior of the model.
Table 14. ROAR results by method.

Method Accuracy ROAR Degradation
Accuracy Rate
Expert-based FCM and 1 0.6236 0.3764
Weight-Filter FCM
Data-based FCM and 0.4681 0.5154
Classic FCM
Data-based FCM and 0.6910 0.2925
LIME 0.9835
Data-based FCM and 0.8357 0.1478
Feature Importance

Table 14 shows the degradation indices obtained when evaluating each of the
explainability methods. It is noteworthy that Weight-Filter FCM for Expert-based FCM and
Classic FCM for Data-driven FCM have the most important degradations, 0.3764 and
0.5154, respectively. This suggests that these methods provide the strongest explanations in
terms of ROAR. This result is consistent since they are methods that arise directly from FCM.

5 COMPARISON WITH OTHER WORKS IN DIGITAL TRANSFORMATION

To compare this study with other works, a set of four criteria were established, which are
outlined below:

e Cril: It uses non-intrusive schemes for the evaluation.

e Cri2: It uses machine learning in the evaluation model.

e Cri3: It explains the reasons for the level deduced of digital transformation.

e Cri4: It uses different types of explainability methods.

Table 15 presents a comparison of this study with previous works based on these criteria
that are deemed pertinent in the context of agroindustrial MSMEs and their digital
transformation. These criteria are significant as they pertain to the application of automated
technologies in agroindustry and the utilization of machine learning to enhance the
agroindustrial production process. Using machine learning in the evaluation model allows
identifying patterns among the data to make predictions. By explaining the reason for the
level of digital transformation inferred will allow organizations to assess their current digital
capability and establish an improvement plan to move to a higher level.

Table 15. Comparison with other works.
Cril Cri2 Cri3 Cri4

[3] J J X X
[4] X X X X
[5] X X X X
[6] X X J X
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[7] X X N X
[8] X X N X
[9] X X J X
[29] X J X J
[30] X J X J
[31] N N X J
This work J J N N

The first criterion is met by the studies [3], [31] and ours since both use computerized
methods and models for evaluation. The second criterion is met by [3],[29], [30], [31] and
our study, which uses machine learning for different purposes, such as information
processing for dengue diagnosis [3]. The third criterion is met by studies [6], [7], [8], [9].
They explain the relationship between digital transformation and MSME performance,
conduct digital transformation maturity assessments, and design a comprehensive
understanding of digital transformation and its impact.

With respect to the fourth criterion, in [29] was established that the results obtained
through FCMs are strongly linked to relationships with high weights. The work [30]
addresses the evaluation of the robustness of the FCM using different uncertainty propagation
analysis methods. Both studies use the local sensitivity of the concepts as an indicator of the
quality of the robustness, measuring the variations in the predictions by changing the weights
of the relationships. Within the scope of fuzzy models, [31] presents a rule-based fuzzy
explanatory system designed especially for implementation in deep neural networks.

Our study meets all the requirements of an evaluation model to analyze the digital
transformation in an organization. Our model is not intrusive because it uses organizational
experience to evaluate the current state of certain organizational variables and, from there,
uses a computer tool to make the evaluation. It uses the FCM theory as a machine learning
technique, and different methods for an explainability analysis. Using our explainability
analysis methods proposed in section 4.2, FCM explains the conclusions reached through the
causal relationships that exist between the concepts/variables.

6 CONCLUSIONS

The purpose of this study was to develop FCMs to determine the level of digital
transformation in MSMEs, and to carry out an explainability analysis process to understand
the results returned by the FCMs. A computational tool is proposed to analyze the variables,
which are divided into five specific types: i) Organization and Culture, ii) Customer, iii)
Operations and Internal Processes, iv) Information Technologies, and v) Objective, which
indicates the level of transformation digital in an organization according to the values in the
previous variables in this organization.

The FCM allowed analyzing the behavior of factors associated with digital
transformation in MSMEs. Our approach is an explicable and interpretive technique that
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permits the explanation of results based on the diverse concepts in the digital transformation
of the COBIT model. This approach is very useful because it allows the detection of the
concepts that need to be strengthened or improved in an organization to strengthen its digital
transformation process to be more competitive. The developed model is easily customizable
and flexible, making it simple to integrate additional concepts and relationships. For its use,
only an initial vector of the current state of the variables related to the digital transformation
and the weight matrix is required.

In the case studies of agroindustrial MSMEs and the chamber of commerce, our FCM-
based tool allowed determining the variables related to digital transformation to improve.
The quality of the FCM-based models for predicting the level of digital transformation in an
organization was greater than 98% in all quality metrics. Specifically, it was found that the
variables associated with digitization, data and analysis, innovation, and technological
solutions, were those that should be improved. In turn, our model allowed determining for
the MSMEs of the agro-industrial sector analyzed, the variables that should have a high value
at the end because they influence the most to have a high level of digital transformation in
companies.

Additionally, an explainability analysis was carried out in the different FCM models
developed. In the case of expert-based FCM, the most relevant variables are C10, C8 and
C11. In the case of the data-based FCM, where more explainability methods were used, the
most relevant variables in general given by them were C5 and C15. We see that the
explainability results do not coincide between the methods, and of course, even less so when
the different FCMs developed are considered. Due to that, we analyzed the quality of the
explainability methods using the ROAR method, and the best were Classic FCM for Data-
based FCM and Weight-Filter FCM for Expert-based FCM.

Among the main limitations of this work is the lack of large databases for the learning
process of the Fuzzy Cognitive Map (they were tested with those obtained in the literature).
Another limitation has to do with the complexity of testing the model in an organization to
assess its level of digital transformation due to the lack of methodologies that allow capturing
the required information.

Future work should develop new metrics to evaluate the quality of explainability
provided by the methods. With respect to their quality evaluation, Table 14 is one example
of that comparison based on a method of evaluating their quality, which should be extended
in the future. Also, future work should develop methods that allow hybridizing the analysis
provided by them. Other future research should focus on developing methodologies to
evaluate the levels of digital transformation in organizations using tools like ours.
Furthermore, since the dataset used in this study is from a single city in Colombia, distributed
strategies, such as federated learning, must be considered to create a global model, in this
case of a country, or world region, that includes data from different sites.
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Abstract

The essence of digital transformation lies in harnessing digital technologies to foster
novel approaches within organizations, leading to the creation of innovative
processes, models, and services. This digitalization of data and operations
generates significant value and empowers organizations to embrace innovation,
automation, and diverse capabilities, encompassing both well-established
technologies and cutting-edge advancements, like artificial intelligence. In this
research, two innovative fuzzy cognitive maps are proposed, one led by experts and
the other based on data to assess the degree of digital transformation in Micro, Small
and Medium Enterprises. The essential digital transformation variables are classified
into five distinct groups: i) Organization and Culture, which includes strategies, work
methods, and ecosystems, ii) Customer, including services, digital channels, and
products, iii) Operations and Internal Processes, which encompasses the supply
chain, suppliers, and business model, and iv) Information Technology, comprising
innovation, digitization, data, and analytics. The last category of variables is the
target, which signifies the digital transformation level of the organization.
Remarkably, our model demonstrated an impressive accuracy of 99.4% in
determining an organization's digital transformation level. Consequently, our fuzzy
cognitive map is proficient in forecasting and studying the factors linked to digital

transformation in MSMEs. Additionally, the paper carries out a comprehensive
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explainability analysis to assist MSMEs in comprehending their present situation

regarding digital transformation based on the FCMs results.

Keywords: fuzzy cognitive maps, explainability analysis, digital transformation.

1. Introduction

The essence of digital transformation lies in integrating digital technologies
seamlessly into an organization's framework, processes, and cultural fabric to
bolster its strategies and overall effectiveness [1]. Embracing digital transformation
entails envisioning how digital technologies can elevate service levels, streamline
costs, and optimize inventory management, among other things, through the
strategic implementation of organizational changes facilitated by these technologies.
On the other hand, fuzzy cognitive maps (FCMs) are structured as graphs, which
support causal reasoning in both forward and backward directions [2]. Their
exceptional utility emerges in domains characterized by inherent fuzziness in
concepts and relationships, such as politics, military affairs, and historical events.
Moreover, FCMs have demonstrated their efficacy in tackling complex problem
modeling in various domains, including healthcare [3], social network analysis [4],
[26], and emergent processes [5], [6], among others. This research primarily aims to
utilize FCMs for evaluating the digital transformation levels prevalent in Micro, Small
and Medium Enterprises (MSMES).

An FCM serves as a vital tool for analyzing data related to digital transformation
drivers, leading to informative diagnostic results. Expert opinions play a key role in
refining the causal relationships between different digital transformation concepts for
greater precision. Also, a data-based FCM can be used, which will allow handling a
large number of data related to the variables/concepts, to compare the results

considering the experts or the data.

1.1 Related Works
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Regarding FCM applications in classification and prediction tasks, [3] introduces an
approach that integrates various indicators commonly utilized in diagnosing dengue,
such as clinical symptoms, laboratory tests, and physical findings, to gauge the
severity of dengue cases. Similarly, [4] leverages an FCM to explore vulnerability
factors associated with climate variability in Andean rural micro-watersheds.
Additionally, another study adopts FCM in conjunction with the VIKOR fuzzy
linguistic methodology to facilitate vendor selection within the realm of Industry 4.0

[5].

On the other hand, in digital transformation, the research conducted in [15]
investigates its impact on the competitive advantage of MSMESs. The study highlights
that competitive advantage serves as a mediator between digital transformation and
the performance of MSMEs. In [7], the objective is to construct a comprehensive
maturity model for digital transformation, known as DX-CMM, using a theory-based
approach. This model is designed to assist organizations in evaluating their current
level of capability and maturity in digital transformation, and identifying areas for
improvement. The findings of the study [15] revealed that competitive advantage
played a partial mediating role in the relationship between digital transformation and
MSME performance. The framework proposed in [16] introduces a phased approach
to the maturity model for digital transformation capabilities, enabling organizations
to assess their current digital capabilities and devise a roadmap for enhancements
to attain higher levels of proficiency. In [7], a comprehensive review of existing
literature on digital transformation maturity models was conducted, identifying that
none of the 18 models examined met the criteria of appropriateness, completeness,
clarity, and objectivity. The authors of [17] determined that digital transformation
involves the strategic use of digital technologies to drive notable changes and
enhancements in an organization's operations. Finally, the authors of [30] proposed
a preliminary FCM based on experts for the evaluation of the level of digital

transformation in MSMESs.
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According to the review of existing literature, the current state of research lacks
adequate maturity models that allow organizations to comprehensively evaluate their
digital competencies and establish an improvement roadmap, which makes difficult
to advance in their efforts in digital transformation. On the other hand, there are no
robust computational tools for evaluating organizational maturity in digital
transformation. A first incipient result presents a first model, but not adjusted to the
environment data, nor following a methodological framework that can consider

existing maturity models. It is in this context that this work is developed.

1.2 Contributions
This investigation is built upon four distinct groups of concepts originating from

COBIT's Governance and Management Objectives [7]. These concepts are
systematically categorized into four types, capturing the organization's behavior
across diverse levels, encompassing Organization and Culture, Customer,
Operations and Internal Processes, and Information Technology. We add a last
concept, called Objective, representing the organization's digital transformation

level. The primary contributions of this study are outlined below:

e A methodology to build FCMs to evaluate the degree of digital transformation in
MSMEs.

e Two FCMs, one based on experts and the other on data, both built with our
methodology.

e A comprehensive explainability analysis to assist MSMEs in comprehending their

present situation regarding digital transformation based on the FCMs results.

The structure of this paper is as follows: Section 2 presents the theoretical framework
used, Section 3 introduces our FCM model for assessing digital transformation levels
in MSMESs, Section 4 provides details on the computational experiments conducted,
Section 5 compares our work with other studies, and Section 6 offers conclusions

and future research possibilities.
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2. Theoretical background

This section presents the background of Digital Transformation in MSMEs. In

addition, this section provides the basic concepts of the MCFs used in this research.

2.1Background on Digital Transformation
Digital transformation refers to the process through which companies or

organizations utilize digital technologies to bring about significant changes and
improvements in their business activities [8]. The foundation and key to corporate
digital transformation lie in the utilization of digital technologies [9]. The definition of
"digital technology” in the context of digital transformation varies among different
sources of literature. Some sources define it broadly and vaguely, encompassing
new IT solutions and digitalization [10] [11] [12]. On the other hand, another category
of literature emphasizes emerging and cutting-edge digital technologies, such as big
data, cloud computing, mobile connectivity, artificial intelligence, the Internet of
Things, and blockchain [13]. For instance, [13] consider new digital technologies to
include social media, mobile connectivity, analytics, and embedded devices.
Remane et al. [14] argue that digital technologies encompass cloud computing,

mobile connectivity, and big data, among others.

2.1.1 COBIT Model of Digital Transformation

COBIT has been used as a framework specifically designed to analyze the digital
transformation within an organization [7]. This framework's scope extends across
the entire enterprise, encompassing all technological and information-processing

endeavors undertaken by the organization to realize its objectives.

The model establishes some components or concepts to represent general aspects
in the context of digital transformation in an organization. These concepts are
classified into four types, capturing the behavior of the organization at various levels,
encompassing Organization and Culture, Customer, Operations and Internal

Processes, and Information Technology.
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The Organization and culture component is made up of the following concepts:

e Strategy: it refers to the need for an alignment between purpose, aspiration and
actions, to have a plan for digital transformation.

e Culture and management: it refers to the development of leadership and ways
of working, enhancing talent different areas and levels, and creating an agile and
innovative culture.

e Ecosystems of digital transformation: it refers to the context of the digital
transformation in an organization, considering not only internal processes, but
also in the external environment of the organization. Collaborative work with
companies in the same sector or even allies that emerge from other sectors is
key to promoting digitalization and promoting technology-based innovation.

e Form of Work: it refers to the in-person and/or teleworking modality.

e Leadership managerial sets/activities that an individual has to influence a
workgroup.

The client component is made up of the following concepts:

e Digital Services: it refers to the use of digital tools to improve the customer
experience.

e Products offered by the company as a result of its job or operation.

e Digital Channels are the distribution channels for the different strategic
messages sent to interested parties.

The operations and internal processes component refers to the incorporation of
technology in their different internal processes. Each sector has core processes that
are a priority at the time of digitalization. The main concepts in this component are:

e Suppliers and supply chain: it refers to all the supply chains of goods and

services that a company requires for its operation. Having technological solution
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providers is key, in addition to having digitalized suppliers that accompany the
company's digital transformation process.

e New business models, digital products and services: it refers to the
exploration of new businesses based on technology, and the development of new
digital products or services that allow capturing new markets.

e Business Model: Positioning of products or services, market launch, potential

clients, and forms of financing.

The Information Technology component is defined by the following concepts:

¢ Data and analytics: it refers to the level of access to data that a company has,
and the potential to monetize it.
¢ Innovation and digitalization processes based on technologies.

e Technological Solutions: it refers to existing technological products and tools.

2.2Fundamentals of FCMs

2.2.1 Introduction to FCM
Fuzzy cognitive maps (FCM), introduced by Kosko, offer a knowledge-centric

approach to model and simulate dynamic systems [18]. FCMs can be seen as a
synthesis of fuzzy logic, neural networks, and cognitive maps. They offer a means
to depict the understanding of complex systems that exhibit traits such as uncertainty

and causation.

Structurally, FCMs can be depicted as fuzzy directed graphs featuring feedback
loops, resembling a network of neural processing units linked by signed-weighted
associations (see Figure 1). Employing this approach, one can aptly model a system
using concepts (e.g., variables, objects, or entities) and the causal relationships that
bind these concepts. Each concept is characterized by its activation level, denoting
the degree to which a particular variable impacts others. The incorporation of
fuzziness allows for the portrayal of varying degrees of causality, represented as

connections between concepts [1].
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Figure 1. Example of an FCM.

Mathematically, an FCM is represented as a tuple consisting of four elements.
O =(C, (), r,W) (D

The set of concepts is denoted as C € Rm, where each concept is represented by
C1, C2, ..., Cm. Additionally, the activation function f (+) is applied to maintain concept
values within a specified range r. Finally, the adjacency matrix W € Rmxm is utilized
to establish the relationships between the concepts such that Wij represents the
weight assigned to the relationship from concept Ci to concept Cj. The total number
of concepts in the FCM is m.

Various activation functions, as outlined in Table 1, can be employed to represent
the activation of concepts in an FCM. The selection of an activation function depends
on the problem under consideration. For example, in cases where evaluation criteria
such as excellent, good, fair, poor, and insufficient are modeled, the sigmoid function
is usually preferable to the hyperbolic tangent function. This preference is due to the
fact that, in such cases, the range of values usually extends from 0O (indicating

insufficient or poor) to 1 (indicating excellent), making negative values irrelevant.

Table 1. Activation functions used in FCMs.

Activation Function Equation Range
Bivalent 0= {1 x>0 f(x) € {0, 1}
0x <0
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Trivalent 1 x>0 f(x) e {-1, 0, 1}
fxX)=40 x =0
-1x<0
Sigmoid f(x) = — el_iXx f(x) € [0, 1]
Hyperbolic Tanget f(x) = ef-e™ f(x) € {-1, 1}
e*+e ¥

As we said before, in an FCM, the adjacency matrix W is employed to store the
relationships among concepts. An example of such an adjacency matrix for the FCM

of Figure 1 is shown in Figure 2.

Cc, C, C; C;, C5; Cgz C,; Cg
, O O O O O O O w,g
Cy,l woy O wsy O wsg O 0] 0]
C O O 0O wsy, O O O O
W o— C, O O O O O O O O
Cs O O 0O wsy 0O wse O o
Cq O O O O O 0O wgr O
5 O O wez O O O O O
Cy 0O wg, O O O 0O wg, O

Figure 2. Example of Adjacency Matrix.

In certain methodologies, the assignment of weights in FCMs can involve domain
experts, while in other approaches, data can also be utilized to deduce causal
relationships. In this work, we will use both approaches. The assigned values
determine the strength of the relationship and range from -1 to +1. A value of +1 for
Wi signifies that concept Ci activates concept Cj, -1 indicates an inhibiting effect
between Ci and Cj, and a value of O denotes no causal relationship between the two
concepts. Additional values within the range of -1 to +1 denote various degrees of
causality. Also, additional approaches exist to denote the degrees of causality. For
instance, linguistic terms can be used to define this causality. For example, if concept
Ci has a significantly low incidence in concept Cj the causal relationship between the
concepts could be classified as "Negative high”. Table 2 presents degrees of
causality based on linguistic terms to assist domain experts in assigning

relationships based on their knowledge.

Table 2. Type of causal relationships using generic logic rules based on concept
values.
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Linguistic term Numerical value Generic logic rule

Antecedent C;, Consequent O

Positive complete | Very high Very high
Paositive high 075 High High
Positive moderate 0.5 Medium Medium
Positive low 0.25 Lo Lo

Mull { MA MNA

2.2.2. Reasoning of FCMs

The inference process in an FCM can be mathematically defined by incorporating
three key components: the weight matrix W, the activation function, and the state
vector a € Rm, which indicates the current activation levels of the concepts. The
activation degree of a concept plays a crucial role in determining its activation status
in a given iteration. For instance, in the range [0, 1], a concept is considered
"activated" when its value is 0 at one iteration (t) and subsequently becomes greater

than 0 in the next iteration (t + 1).

To derive the output in an FCM, a procedure is employed that entails iteratively
computing the state vector through successive multiplications with the weights matrix
until the system achieves a steady state. Equation 2 provides a formal representation
of this process [18].

aft+1)= ,r'( 2. n-’uu,{u) (2)

=i~y

At each iteration, the value of concept Cj at time t + 1, denoted by aj(t + 1), is
calculated based on the values of the concepts at the previous iteration. The value
of concept Cj at time t is aj(t). The system is considered to have reached a steady

state when the values of the concepts in consecutive iterations satisfy the condition

aj(t) = aj(t — 1) or aj(t) — aj(t = 1) = 0.001 for all j.

In simulation scenarios, FCMs play a crucial role as they allow experts to analyze

the performance of a system based on different initial conditions. The initial
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condition, represented as the iteration (0), encompasses a set of concepts that form
the foundation of the reasoning mechanism. This initial condition is defined by a (0)
and is denoted as:

a(0) = [a1(0), a2(0), ......... , am(0)] (3)

where ai(0) is the value of concept Ci at iteration = 0. The FCM is able to infer from
that initial condition, the final state of the variables (which is when the FCM

converges).

3. FCM for the Evaluation of the level of Digital Transformation in organizations

3.1. Building of experts based FCM.

This section details the process of constructing our evaluation model about the level
of digital transformation in organizations utilizing FCMs. This first FCM is based on
experts in the field to assign the relationships. Thus, the construction of the FCM is

based on a methodology used in [19], [20] that consists in six-steps (see Figure 3).

®© ®©

)
|.:= Decision < Interpretation

A

® ® ® O

. Selections of s Definition of Concept Desing of the
experis and Relationships FCM

¥
¥

Inference

Figure 3. Flow diagram in digital transformation processes.

The rest of this section briefly describes these steps applied to our FCM.[3]
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3.1.1. Selection of experts
This study involved the participation of five experts with considerable expertise in the
area of digital transformation. In addition, three companies from the agribusiness

sector were also selected, they have experience in digital transformation processes.

3.1.2. Concepts and relationships

The initial phase of this process is carried out by experts in digital transformation.
Based on the established concepts and relationships of the COBIT model (see
Figure 4), the experts constructed W with values ranging from O to 1 to indicate the
relationships between the concepts. Table 3 shows an additional concept to those
used in the COBIT model, which is the concept of the digital transformation level.

This concept is the concept that will be inferred using the FCM.

Using Table 2 as a guide, the experts selected the linguistic term that best
represented the relationship between each concept, and then assigned numerical
values to these terms to create the weight matrix (W). For example, digital services
of the customer category were related to strategies and ecosystems of the
organization, and culture category with the product of the customer category,
business model of the operations and internal processes category, among other

relationships (see Figure 4 with the W matrix defined by the experts).
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Figure 4. Concepts and Relationships in Digital Transformation

3.1.3. FCM design

We have defined two FCMs, an experts-based FCM and a data-driven FCM. The
experts-based FCM is built by integrating the knowledge of multiple experts into a
unified global map. Equation (4) provided below [6], [21], [27] outlines the process
of producing this consolidated map.

Ef = i i—; (4)

The equation calculates the overall weight, denoted as EG;i, for the FCM
construction. It incorporates the expert opinions, represented by Eei, on the causal
relationship between concepts Ci and C;. NE indicates the total number of experts.
The FCMs are then developed, with our study utilizing the FCM Expert package
(version 1.0.0) [2], while other options exist in the literature, such as [21], [26], [27].
Figure 5 displays the final FCMs. It is important to acknowledge that constructing
FCMs with expert involvement introduces subjectivity, leading to potential bias in

assigning causal relationships [21], [22], [26].
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Figure 5. General FCM for evaluating the level of digital transformation in

companies.

Also, for the definition of the matrix W, we have used a second approach based on
data, called data-driven FCM. We used the particle swarm optimization method for
the automatic construction of the FCM (PSO-FCM). This method uses datasets for
the definition of the weight matrix (W). In the PSO-FCM algorithm, a patrticle i is
defined as an FCM, while the particle position describes the quality of the FCM. The
learning process of PSO-FCM is defined by the following procedure [31]: there are

a set of particles (alternatives FCMs) with different qualities defined by equation (5):

u(z+l) =i (+s1 7 -(Wibest = W)+ sz r2 (Wigbest - W(2)) (5)

wi(¢+1)=(9+(9 (6)

Equations 5 and 6 represent the update of the velocity and position of particle i
(FCM), respectively; where vi is the velocity of the particle, WiPest is the best position
obtained by particle i, Wigbest is the best position of a particle in the whole swarm; s1

and s2 are hyperparameters corresponding to the social and cognitive component.



157

Finally, r1 and r2 are random values between 0 and 1. This algorithm iterates until it

converges and obtains the best particle (in our case, the best FCM).

3.1.4. Inference

In accordance with Figure 3, step 4 of the methodology is centered on executing the
FCMs that were previously defined. Subsequently, the inference processes were
conducted for each case study. The inference procedures is adhered to the
reasoning process defined in section 2.2.2, with the sigmoid function serving as the
designated activation function. Detailed information about the experimental

configuration and the findings obtained in this phase are presented in section 4.2.

3.1.5. Interpretation

The interpretation of the FCM inference results for each case study was the primary
objective of this step. Section 4.3 provides detailed information about the
experimental setup, along with an extensive discussion of the results obtained during

this phase, offering valuable insights and implications.

3.1.6. Decision
In the last stage of the systems for digital transformation, the expert practitioner is
responsible for making informed decisions to drive improvements in the digital

transformation journey.

4. Computational experiments

This section aims to evaluate the diagnostic efficacy of our FCM in different
scenarios by employing it to categorize the levels of digital transformation in multiple
organizations. Two organizations are selected as case studies for this purpose and
two FCMs are defined, one based on experts and another on data. The COBIT
concepts are subject to a thorough evaluation within each organization, forming the

basis for FCM inference to ascertain the respective digital transformation levels.
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4.1. Dataset

The dataset used in this section is from the National Administrative Department of
Statistics -DANE-, a Colombian entity responsible for the planning, collection,
processing, analysis, and dissemination of statistics of companies and official
organizations, at the national level and international [23]. The original dataset has
635 variables, many of which are correlated with each other. We selected from the
dataset the 15 variables that the experts defined as concepts in our FCMs (see Table
3). To make this selection, an analysis technique was used to determine the
variables that are similar to the concepts of the COBIT model. These variables from
the dataset are organizational methods, agile culture, collaborative work, work
modality, work team, digital utility, products offered, distribution routes, supply chain,
procedure, business pattern, analytics, novelty, digitalization and technologies. On
the other hand, missing data is very common in these types of datasets; therefore,
records with more than 80% missing values, for variables, are dropped [23].
Additionally, we used the Synthetic Minority Oversampling Technique (SMOTE) to
balance it [32]. After this procedure, the dataset had 2556 records with 1215 for
category 0 (has not a level of digital transformation) and 1341 for category 1 (has a

level of digital transformation).

In the case of the learning approach, to find the best possible FCM using PSO, we
use a hyperparameters optimization approach based on grid search corresponding
to the combination of two activation functions (sigmoid and bivalent); two inference
functions (standard Kosko and modified Kosko); and finally, initial population sizes
between 50 and 100, 10 by 10. For each combination, the model is tested, and
results are obtained in terms of accuracy, precision, recall and F1-Score. Finally,
this dataset we divided into a part (80%) for the training of the FCM and the rest for

the test phase.

4.2. Comparison of results for experts-based FCM and data-driven FCM.

In this section, we show the results of implementing our FCMs in some case studies.
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4.2.1 Using the test dataset.

In the case of data-driven FCM, the results obtained by the application of the dataset
described above correspond to a precision of 1, a precision of 1, a recall of 1 and an
F1 score of 1, which indicates an excellent performance for the prediction of the
concept that represents the digital transformation. The hyperparameter configuration
that allowed us to achieve this result consists of an initial population size of 70
individuals, the sigmoid function as the activation function and the modified Kosko
function as the reasoning inference function. The results obtained with the FCM
based on experts correspond to an accuracy of 0.9835, precision of 0.98, Recall of
1 and F1-Score of 0.99, which indicates its performance is lower than data-driven
FCM (see Table 3).

Table 3. Quality of the proposed FCM.

accuracy | precision | Recall F1-Score
Data-driven FCM 1 1 1 1
Expert-based FCM 0.9835 0.98 1.0 0.99

4.2.2 Case 1. For the Chamber of Commerce.

The chamber of commerce acts as a collective body, bringing entrepreneurs and
business owners together. In an effort to streamline business operations, Chambers
of Commerce are broadening their range of offerings to encompass virtual services,

allowing users to conduct their tasks with enhanced speed and convenience.

Table 4 shows the input values for concepts in a range of (0.0, 0.25, 0.50, 0.75, 1.0),
where 0 is the absence of value in that concept and 1 is the maximum presence of
that concept. In this organization, after an evaluation of its current status in each of
the concepts linked to the COBIT model of digital transformation, the values of each
concept were determined as the average of the company's experts, the final values
are mentioned below: the concept of Strategy (C1) with a value of 0.7, Culture and
Management (C2) of 0.7, Way of Working (C3) of 0.5, Leadership (C4) of 0.3,
Ecosystems (C5 ) of 0.5, Digital Services (C6) of 0.7, Products (C7) of 0.6, Digital
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Channels (C8) of 0.8, Suppliers and Supply Chain (C9) of 0.4, Model of Business
(C10) of 0.6, Processes (C11) of 0.4, Innovation (C12) of 0.8, Digitalization (C13) of
0.8, Technological Solutions (C14) of 0.9 and Data. and Analytics (C15) of 0.4. With

the weights averaged by the experts, we proceeded to infer, resulting in Table 5.

Table 4. Input values for the case study 1.

Cl|C2|(C3|C4[(C5]|C6|C7|C8|C9(C10|C11{C12|C13|C14|C15
0,7(0,7/0,5/0,3|0,3]0,7(0,6]0,8(0,4]0,6(0,4]08(0,8]09(0,4

Table 5 shows the results of the inference process. The initial vector of concepts is
passed to the inference rule (Eg. 2). The final vector of this organization can be seen
in Table 5, and each iteration is the dynamic evolution of the concepts. In the final
vector, the digital transformation concept (CTD) reached a value of 0.9954 for the
expert-based FCM. Based on this result, we can determine that variables related to
digitization (0.638), data and analytics (0.659) are the concepts that most need to be
enhanced in digital transformation in this organization. It is analyzed that the causal
relationships affecting digitalization are customers and operations. The variables
that affect data and analytics are affected by the organization, culture, and
operations of the company. In the results of each of the concepts of digital
transformation, the one that obtained the most performance was the FCM dataset.
In the case of the data-driven FCM, the digital transformation concept (CTD) has a

value of 0.9979, and in general, all the concepts have good results.

Table 5. Output vector for the case study 1.

C1l C2 C3 C4 C5 C6 C7 C8 C9 C10 Cl1 C12 C13 Cl4 C15

CTD

Expert
based FCM

0,9360

0,8878

0,7417

0,7754

0,889

0,9532

0,8539

0,8336

0,9502

0,9502

0,8832

0,741

0,6380

0,7129

0,6590

0,9954

Data-driven
FCM

0,9854

0,9626

0,9514

0,9160

0,9691

0,9863

0,9793

0,9829

0,9761

0,9939

0,9778

0,9834

0,9666

0,9710

0,9770

0,9979

4.2.3. Case 2. Galavis Coffee Company.
It is a north Santander Company, founded in 1918, dedicated to the roasting and
distribution of Colombian Coffee. Table 6 shows the input values for concepts in a

range of (0.0, 0.25, 0.50, 0.75, 1.0), where O is the absence of value in that concept
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and 1 is the maximum presence of that concept. In this organization, after an
evaluation of its current status in each of the concepts linked to the COBIT model of
digital transformation, the values of each concept were determined as the average
of the company's experts, the final values are mentioned below: the concept of
Strategy (C1) has a value of 0.5, Culture and Management (C2) of 0.4, Way of
Working (C3) of 0.3, Leadership (C4) of 0.5, Ecosystems (C5) of 0.3, Digital Services
(C6) of 0.4, Products (C7) of 0.4, Digital Channels (C8) of 0.4, Suppliers and Supply
Chain (C9) of 0.3, Business Model (C10) of 0.4, Processes (C11) of 0.5, Innovation
(C12) of 0.3, Digitalization (C13) of 0.3, Technology Solutions (C14) of 0.3, and Data
and Analytics (C15) of 0.3. With the weights averaged by the experts, we proceeded
to infer, resulting in Table 7.

Table 6. Input table for the case study 2.

Cl|C2|C3|C4|C5[C6[C7|C8|C9]|Cl0fC11|C12[C13|C14|C15

05)04f03|05)03]04]04f04f03]04]105]03]03]03]0,3

Table 7 shows the results of the inference process. The final vector of this
organization can be seen in Table 7. In the final vector, the CTD decision concept
reached a value of 0.9878 for the expert-based FCM. Based on this result, we can
determine that variables related to innovation (C12), technological solutions (14) are
the concepts that most need to be enhanced in digital transformation in this
organization. In the results of each of the concepts of digital transformation, the one
that obtained the most performance was the FCM dataset. In the case of the data-
driven FCM, the digital transformation concept (CTD) has a value of 0.9980, and in

general, all the concepts have again good results.

Table 7. Output vector for the case study 2

Cl

C2

C3

C4

C5

C6

C7

C8

C9

C10

Cl1

C12

C13

Cl4

C15

CTD

Expert
based
FCM | 0,8810

0,6178

0,6437

0,6651

0,7898

0,9344

0,6671

0,9636

0,9302

0,9302

0,7832

0,7110

0,4380

0,5129

0,6910

0,9411

Data
driven
FCM ] 0,9821

0,9589

0,9501

0,9002

0,9622

0,9791

0,9703

0,9754

0,9712

0,9905

0,9708

0,9788

0,9616

0,9699

0,9710

0,9980

4.3. Explicability analysis
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An explainability analysis is carried in this section, rooted in the causality-driven FCM
framework. FCM establishes influence connections between concepts through the
application of causal relationship weights. These weights quantify the intensity or
potency of one concept's influence on another, facilitating the determination of the
most significant features guiding the model's decision-making. We carry out this

analysis for the FCM based on experts.

Within this analysis, we gauge the sensibility of class concepts by excluding the least
influential causal links with their input concepts. The primary objective here is to
scrutinize the causal sway exerted by more influential concepts concerning their
associated class concepts (outputs). This scrutiny aims to discern whether these

influences hold substantial sway over the model's predictive capabilities.

4.3.1 Case 1. For the Chamber of Commerce.

According to Table 5, the concepts the most important are "C6-Digital services",
with an influence of 0.9532 followed by "C10-Business model" and "C9-Suppliers
and supply chain”, with an influence of 0.9502, followed by "C1-Strategy"”, with an
influence of 0.936, followed by "C5-Ecosystems”, with 0.889).

Table 9 summarizes the filters selected for each data concept. Each filter is more
restrictive than the previous one. In the context of the Chamber of Commerce, filter
1 is responsible for eliminating all causal relationships associated with the target
concepts (classes) whose weights are equal to or less than 0.80. Filter 2 removes
causal relationships with weights less than or equal to 0.75, while filter 3 removes all

causal relationships with weights equal to or less than 0.66.

Table 9. Filters based on the weights of causal relationships with respect to the

target variable

Chamber of Commerce
Filter 1 <=0.80
Filter 2 <=0.75
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Filter 3

<=0.66

It can be seen that by applying filter 1, we eliminate 40% of the causal relationships
(with C3, C4, C12, C13, C14 and C15), and that the level of digital transformation

increased slightly (see Table 10).

Table 10. Using Filter 1.

C1l

C2

C3

C4

C5

C6

C7

C8

C9

C10

Cl11

C12

C13

Cl4

C15

CTD

Expert
based
FCM

0.9854

0.9625

0.969

0.9863

0.9793

0.9829

0.976

0.9939

0.9778

0.9979

It is observed that by applying filter 2, 33.33% of the causal relationships are
eliminated (with C3, C12, C13, C14 and C15) and that the level of digital

transformation is the same (see Table 11).

Table 11. Using Filter 2.

Cl C2 C3 C4 C5 C6 Cc7 C8 C9 C10 C1l1 C12 C13 Cl4 C15 | CTD
Expert
based
FCM 0.9854 | ,0.9625 0 0.916 | 0.969 | 0.9863 | 0.9793 | 0.9829 | 0.976 | 0.9939 | 0.9778 0 0 0 0 0.9979

By applying filter 3, 13.33% of the causal relationships are eliminated (with C13,

C15) and the level of digital transformation is the same (see Table 12).

Table 12. Using Filter 3.

Cl

C2

C3

C4

C5

C6

C7

Cc8

C9

C10

Cl1

C12

C13

Cl4

C15

CTD

Expert
based
FCM

0.9854

0.9626

0.9514

0.916

0.970

0.9893

0.9729

0.9761

0.9839

0.9939

0.9778

0.9866

0,9709

0.9979

The previous tables show the results of the inference process. In the final vector, the

concept of digital transformation (CTD) reached a value of 0.9979. Based on this

result, we can determine that the variables C1, C2, and C5 to C11 are the concepts

that most influence the digital transformation in this organization.

4.3.2. Case 2. Galavis Coffee Company.
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According to Table 7, the set of concepts more important for the Galavis Coffee

Company are "C8-Digital Channels" with an influence of 0.9636, followed by "C6-

Digital Services" with an influence of 0.9344, followed by "C9-Suppliers and supply

chain" and “C10-Business model” with an influence of 0.9302.

Table 14 summarizes the filters selected for each data concept. Each filter is more

restrictive than the previous one. In the context of the Galavis Coffee Company

concepts, filter 1 is responsible for eliminating all causal relationships associated

with the target concepts (classes) whose weights are equal to or less than 0.85. Filter

2 removes causal relationships with weights less than or equal to 0.75, while filter 3

removes all causal relationships with weights equal to or less than 0.65.

Table 14. Filters based on the weights of causal relationships with respect to the

target variable

Chamber of Commerce

Filter 1 <=0.85
Filter 2 <=0.75
Filter 3 <= 0.65

It can be seen that by applying filter 1 eliminates 44% of the causal relationships
(C2, C3, C4, C12, C13, C14 and C15) and that the level of digital transformation
increased slightly (see Table 15).

Table 15. Using Filter 1.

Cl

C2

C3

C4

C5

C6

C7

Cc8

C9

C10

Cl1

C12

C13

Cl4

C15

CTD

Expert
based
FCM

0.9854

0.969

0.9863

0.9793

0.9829

0.976

0.9939

0.9778

0.9989

It is observed that by applying filter 2, 38.33% of the causal relationships are
eliminated (C3, C4, C12, C13, Cl14 and C15) and that the level of digital

transformation is the same (see Table 16).
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Table 16. Using Filter 2.

C1l

C2

C3

C4

C5

C6

C7

C8

C9

C10

C11

C12

C13

Cl14

C15

CTD

Expert
based
FCM 0.9854

0.9625

0.969

0.9863

0.9793

0.9829

0.976

0.9939

0.9778

0.9979

By applying filter 3, 6.66% of the causal relationships of class are eliminated (C13)

and the percentage of digital transformation is the same (see Table 17).

Table 17. Using Filter 3.

Cl C2 C3 C4 C5 C6 C7 C8 C9 C10 Cl1 C12 C13 Cl4 C15 CTD

Expert
based

0.9854 | 0.9625 | 0.9513 | 0.916 | 0.969 | 0.9863 | 0.9793 | 0.9829 | 0.976 | 0.9939 | 0.9778 | 0.9834 0 0.9709 | 0.977 ] 0.9979

We can conclude that the concepts more influent are C1, C5 to C11. Upon closer
examination, it becomes evident that strategy, Ecosystem, and the concepts of
clients and internal processes have a high influence to mold the digital

transformation in this organization.

5. Comparisons with other works
5.1. Quantitative Comparison with other ML techniques

In this section, we evaluate the predictive capacity of our data-driven FCM and
compare it with other machine learning technigues proposed in the literature. For
these tests, we have used the datasets of each paper, the same 10-fold cross-
validation process, and for the evaluation model, the precision and F1 measures.

Eom et al.'s research [25] involved the utilization of machine learning methods to
project the performance of innovation in ICT business processes, and extracted the
critical variables influencing performance prediction. The central outcome
emphasized the random forest (RF) model's precision in anticipating ICT business
process innovation performance. It's essential to note that while the study
predominantly addresses this element, it does not delve into other dimensions of
digital transformation within MSMEs. The research effectively identifies the pivotal

variables that hold substantial sway over performance prediction. The results of the
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comparative analysis of the two machine learning models are summarized in Table
18.

Table 18. Comparison of performance between [25] with our work.

Learning methods. Accuracy Fl-score
[25] RF 0.9465 0.5808
This work FCM 1.0000 1.0000

In particular, the FCM approach proved to be the most effective in terms of predictive
performance, achieving an accuracy rate of 1 and an F1 score of 1. In contrast, the
RF model recorded the least satisfactory predictive results, achieving an accuracy
rate of 0.9465 and an F1 score of 0.5808.

The study presented in [29] leverages ergodic theory alongside advanced machine
learning methods to analyze the intricate and multidimensional relationships
between knowledge sources' breadth and depth and their impact on innovation
performance The results of the comparative analysis of the two machine learning

models are summarized in Table 19.

Table 19. Comparison of performance between [29] with our work.

Learning methods. Accuracy Fl-score
[29] CNN 0.8365 0.7314
This work FCM 0.99 0.98

In particular, the FCM approach proved to be the most effective in terms of predictive
performance, achieving an accuracy rate of 0.99 and an F1 score of 0.98. In contrast,
the CNN model recorded the least satisfactory predictive results, achieving an
accuracy rate of 0.8365 and an F1 score of 0.7314.

5.2. Qualitative Comparison with other works.

To compare this study with other works, a set of three criteria were established,

which are outlined below:
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e Cril: It uses fuzzy cognitive maps (FCMs).
e Cril: It uses machine learning in the diagnostic model.

e Cri2: It explains the reason for the level of deduced digital transformation.

Table 20 provides a comprehensive comparison of our research with previous

studies, focusing on digital transformation criteria.

Table 20. Comparison with other works.

Cril Cri2 Cri3
[8] J J X
[9] X X J
[10] X X N
[11] X X N
[12] X X N
[13] X X J
[14] X X N
[24] X J N
[25] X J X
[28] X X J
[29] X J J
[30] J X X
This work J J J

The first criterion is met by both our research, [8] and [30], [8] and [30] incorporate
FCM for the diagnosis of dengue and the digital transformation in an organization.
The second criterion is satisfied by [8], [24], [25], [29] and our study. These works
use machine learning techniques for the construction of the diagnostic model. The
third criterion is satisfied by [9], [10], [11], [12], [13], [14], [24], [28], [29] and our
study. These works delve into the connection between digital transformation and
MSME performance, conduct digital transformation maturity assessments, and
provide comprehensive information on the implications of digital transformation. Our

research is particularly focused on the digital transformation of agribusiness MSMEs,
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and also, performs a deep explainability analysis using techniques from the area of

explainable artificial intelligence.

Our study successfully meets all the requirements of a diagnostic model, specifically
designed for analyzing digital transformation within an organization. It employs
FCMs, a non-intrusive machine learning technique, and effectively explains
conclusions through causal relationships between concepts.

6. Conclusions

This study aimed to develop an FCM specifically designed to evaluate the digital
transformation level in MSMEs. To achieve this, a computational tool was proposed
to analyze and categorize variables into five types: Organization and Culture,
Customer, Operations and Internal Processes, Information Technologies, and
Objective. The values of these variables together determine the organization's level
of digital transformation. Through the use of FCM, we were able to explore the
dynamics of factors linked to digital transformation in MSMEs. Our approach
prioritizes transparency and interpretability, providing a clear understanding of the
outcomes based on the various concepts encompassed in the COBIT model of

digital transformation.

According to the explainability analysis of our model, we were able to determine the
essential variables in agro-industrial MSMESs that must exhibit high values to drive a
significant digital transformation. The findings emphasized the importance of
Strategy (Cl1l) and Ecosystem (C5). Raising these variables to high values

guarantees a notable level of digital transformation within organizations.

The FCM model advanced in this study comes with its own set of limitations.
Primarily, it doesn't integrate the Digital Maturity Model, which furnishes information
on the digitalization progress of processes, capabilities, and deficiencies in MSMEs.

This model also quantifies the level of accomplishment in a company's digital
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transformation. The second point to consider is that the based-expert FCMs might
introduce bias into the assessment of model accuracy, as experts were responsible
for defining both the structure and weightings of the FCM. In contrast, data-driven
FCM models generally provide increased precision by leveraging the collective
insights of numerous MSME firms. However, it's vital to highlight that this dataset
must undergo meticulous preparation, cleansing, and processing to ensure its

fitness for purpose.

In subsequent research, it is essential to concentrate on reducing bias in the digital
transformation evaluation model utilized within organizations. A learning process for
the FCM topology (and its weights) should be explored using organizational historical
data linked to the COBIT model variables. Also, in forthcoming research, the focus
may revolve around understanding the means by which alignment is nurtured within
the IT function and in its interactions with the business realm, leveraging the
capabilities of artificial intelligence tools to propel digital transformation. Finally,
another future work is the recommendation for action in the field of Business Process
Management (BPM) and process optimization through machine learning and

artificial intelligence [24].
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Abstract

In the coffee industry, efficiency is a determining factor in achieving product quality
objectives, as well as ensuring sustainable practices, both from a financial and
environmental point of view. On the other hand, in the MSME agroindustrial sector,
it is crucial to carry out constant monitoring and detailed analysis of the
characteristics of the coffee bean and the roasting process to identify areas for
improvement in production. In a previous study, three autonomous cycles of data
analysis tasks are described to automate operations in the production chains of
MSMEs. The proposal of this article consists of a meta-learning (MTL) architecture
for autonomous cycles. The proposed MTL framework has a meta-models table that
stores relevant information about pre-trained machine learning models for
autonomous cycles. This meta-model table is used to identify the most appropriate
machine learning model each time a new coffee dataset is introduced into an
organization. Specifically, the framework is designed to automate coffee production
in MSMEs using different transfer learning techniques such as model, parameter and
data transfer. It uses one of the models in the meta-model table on the new dataset
if this new dataset is similar enough to one previously used to make that model;
performs a parameter transfer and builds a new model if the similarity to another
dataset is lower; or performs a data transfer and builds a new model if that similarity
is even lower. This article explores the use of this MTL framework in some case
studies, using records of coffee roasting processes from different coffee companies.
The results indicate the great effectiveness of our system in

reusing/adjusting/creating machine learning models in various situations such as



175

evaluating coffee quality, reducing waste, and selecting coffee processing
processes, reaching an accuracy of 90.45% on average in the results.

Keywords: Meta-learning, Data Analysis, Machine Learning

1. Introduction

Coffee production is an industrial sector of great importance for some countries due
to its economic and environmental impact. On an economic level, coffee is one of
the most in-demand products globally, with a production network that includes
millions of farmers and distributors. In many developing regions, the coffee industry
is carried out by MSMEs, boosting employment and strengthening local economies.
On an environmental level, coffee production requires large amounts of water and
fertile soil, and its processing produces a great deal of pollution (the pulp and husk

can cause environmental damage).

Given the above, the implementation of digital technologies and artificial intelligence
in this industry allows for improved operational efficiency, increased profitability and
the promotion of more sustainable practices. In particular, coffee production must
operate at certain levels of efficiency to ensure that bean quality, the roasting
process, and overall coffee processing methods meet financial and environmental
sustainability goals. This will allow actors in the MSME agroindustrial sector to be
aware of what is happening in coffee production and to implement strategies for its

improvement.

On the other hand, in [23], the authors introduced the concept of autonomous cycles
of data analysis tasks (ACODAT), and in [1], [2], [3] was applied to the management
of smart classrooms, which were later used for the management of learning
processes [8], [23], [24]. In [11], [13], [22], [25], the authors proposed using these
cycles in collaborative industrial production processes within the framework of
Industry 4.0. In turn, the authors of [18] used MTL for the selection and configuration
of automated learning algorithms, and in [14] for the management of data transfer

processes.
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The previous works do not propose an MTL framework for ACODAT in the context
of agro-industrial production processes of MSMEs. Specifically, for the management
of machine learning models linked to coffee, such as models that detect and predict

its quality, its loss, and determine coffee processing methods, among other tasks.

In this article, we present a novel MTL framework, aiming to automate the
construction of machine learning models for quality prediction, determination of
coffee processing methods, among others. In particular, the proposed solution seeks
to adapt machine learning models previously created with coffee bean datasets to
new coffee bean datasets. The main contributions of this work are:

* The definition of the first MTL architecture for ACODAT, which can be adapted to
different contexts for the reuse/adaptation of machine learning models to new
datasets.

* The first application of MTL architecture in the context of the coffee industry, for
the management of machine learning models for the detection and prediction of
quality, the prediction of waste, and the selection of processing methods for
coffee beans in a roasting process, which can be successfully adapted to different
scenarios in coffee production.

The rest of this article is structured as follows: Section 2 presents the theoretical

framework. Section 3 describes our MTL_ACODAT framework, and section 4 its

instantiation and some case studies. Furthermore, section 5 shows the general
results and a comparison with other works. Finally, section 6 presents conclusions

and future work.

2. Theoretical Framework
2.1. Meta-Learning

The concept of meta-learning, also called learning to learn, involves exhaustively
examining the performance of machine learning models on multiple tasks to try to
improve them. The objective is to extract knowledge, or meta-data, to improve the
performance of these models, in particular, when they want to be used in new tasks
[15], [16], [17], [18].
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Meta-learning seeks to understand and take advantage of previous experiences. In
general, meta-learning requires detailed knowledge of the context to properly adjust
machine learning algorithms to the requirements of the problems to be solved. To do
this, in an initial phase, it is necessary to collect meta-data that details the behavior
of pre-trained machine learning models. This meta-data describes the specific
configurations of the machine learning algorithms used in training the models,
including their hyperparameters, model quality metrics, training times, and the
characteristics of the datasets used, among other things, all of them are known as
meta-attributes. That meta-data is then used to identify and reuse that knowledge in

new contexts, for new datasets, in emerging tasks [29],[30].

The above may involve performing several tasks. For example, eventually, if their
data has similar behaviors, these models can be used on new datasets; or if the
similarity of the datasets is lower, the hyperparameters found in the previous
techniques can be reused; or, if they are not so similar and the new dataset is missing
data, data can be transferred. In the first case, the meta-data of the machine learning
model must be adjusted to the new use in the new dataset, in the other cases, the
new machine learning model created is simply a new input in the meta-model’s table.
Thus, it is seen that the reuse of prior knowledge is made possible, or learning new

uses of previously learned models, among other things.

In general, meta-learning makes it possible to acquire the ability to master new tasks
significantly faster than traditional methods would allow. It does this by greatly
accelerating and improving the creation of new learning models using machine
learning techniques [1], [2],[3]. Also, meta-learning can be used to address the
challenge of handling changes in machine learning models, known as “concept drift”
[34]. Using meta-learning techniques, the reappearance of previous contexts can be
detected and the corresponding models can be proactively activated. This approach
is especially useful in situations where concepts may reappear, such as seasonal

changes, allowing prior knowledge to be reused.
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2.2. ACODAT

ACODAT has as its main objective to adopt a data-driven perspective to solve
business challenges [8], [11], [13], [22], [23], [24], [25]. Different tasks related to data
analysis must be performed simultaneously to achieve a specific goal within the
process under observation. These tasks are interconnected with each other, and
each plays a unique role in the cycle: (i) observing the process, (ii) analyzing and
interpreting what is happening in it, and (iii) making decisions to guide the process
toward achieving its objectives. This integration of tasks in a closed cycle makes it
possible to efficiently address complex problems. The functions of each task are
described below.

¢ Observation task: this is a set of tasks in charge of monitoring the process. They
must capture data and information on the behavior of the environment. In
addition, they are responsible for the preparation of such data.

¢ Analysis tasks: these are a set of tasks aimed at interpreting and understanding
the data collected to diagnose what is happening in the context monitored by the
cycle. These activities involve the creation of knowledge models (machine
learning models) based on the observed dynamics.

e Decision-making task: these activities comprise the implementation of actions
aimed at making decisions that promote the improvement of the process in which
the cycle is implemented. These actions have an impact on the dynamics of the
process to optimize it. The results of these actions are reviewed again during the
observation and analysis stages of the cycle, which initiates a new iteration of the
cycle.

ACODAT has been used in previous research [8] and is based on the principles

introduced by IBM in 2001 [4], [5], [6], [7], [10], [12]. It has been applied in various

domains such as smart classrooms [8], [13], [23], [24], telecommunications [11],

Industry 4.0 [25] and smart cities [22]. It adopts the autonomous computing

approach, with the goal of providing systems that use intelligent control cycles with

autonomous capabilities. In general terms, an ACODAT requires:
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¢ A multidimensional data model to hold the collected data that characterizes
the behavior of the context, and the machine learning models built with this
data.
¢ An infrastructure to merge the indispensable technological tools to carry out
data analysis activities.
Although ACODAT has demonstrated its effectiveness in various fields, it has not yet
been extended with MTL processes to improve its adaptive capabilities to the

characteristics of different contexts autonomously.

3. MTL_ACODAT Framework.

In our research, we propose MTL architecture to automatically generate knowledge
models for ACODAT. Our MTL mechanism allows ACODAT to learn how to quickly
adapt to new environments. Specifically, our MTL architecture requires detailed
knowledge of the various machine learning aspects, which include knowledge of
data sources, data characteristics (meta-features), and knowledge models (meta-

models) previously defined. Below, we present our architecture.

3.1. Conceptual architecture

Figure 1 outlines the general structure of the proposed framework, and Figure 2
shows the flowchart of the MTL_ACODAT framework. In this framework, the main
objective is to make informed decisions about how to choose and/or exploit
information about knowledge models previously developed using machine learning
techniques. To do this, the framework needs a knowledge base that includes
information about the previous knowledge models, the datasets used for their
constructions, and the hyperparameters of the machine learning techniques used.
In particular, each time a new dataset and the knowledge model to be built (predictor,
prescriber, etc.) are introduced to the framework, the selection module provides
recommendations on the most appropriate knowledge models and the
corresponding hyperparameter configurations of machine learning techniques. Next,
the adaptation module analyzes the similarity of the input dataset with the one most

similar to it in the framework to determine what to do. If they are very similar, then
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the knowledge model is simply used; if they are somewhat similar, then only the

parameters of the machine learning techniques will be used; and finally, if they are a

little similar, then it is evaluated whether the new dataset has little data. If it has a lot

of data, then a new knowledge model is simply built, otherwise, data transfer can be

carried out or synthetic data can be generated, depending on the similarity of the

new data with those in the framework. Following this, the management module

incorporates this new knowledge into the knowledge base residing within the meta-

models table. Thus, our approach can reuse old knowledge, can integrate new

knowledge (knowledge models), among other things, based on MTL principles. Next,

we go on to describe each of the modules of architecture.
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Figure 1. Conceptual Architecture of the MTL_ACODAT Framework for MSMEs

In Figure 2, we can see that the MTL_ACODAT framework flowchart naturally

integrates synthetic data generation and transfer learning in its different modalities

(data, models or parameters).
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Figure 2. Flowchart of the MTL_ACODAT Framework

3.2. Management Module

This module manages the different components of the framework. In particular, it
maintains the information of the knowledge base made up of a table with the meta-
models, another with the meta-data, and finally, another with the meta-techniques.
Thus, each record (knowledge model) in the meta-models table is related to the data
(saved in the meta-data) and the machine learning technique (saved in the meta-
techniques) that were used to create it. This record in the meta-models table also
stores the values of the quality metrics of that knowledge model and any other
information about it. On the other hand, the record in the meta-data contains
information about the datasets, such as what its attributes are, where it is located,
etc. Finally, in the meta-techniques, there is information on the machine learning
techniques, such as the optimal values of their parameters, among other things.
Thus, this module mainly records the various knowledge models previously obtained

by different learning algorithms in previous datasets.

Algorithm 1 describes the macro algorithm of this module. Basically, it has two steps,
if a new knowledge model is created, then this new information must be recorded in
the tables in the knowledge base (see step 1.1); otherwise, the meta-model and
meta-technique tables are updated, and the new dataset is recorded in MD (see step
1.2).

Algorithm 1. Management module.

Input: Action performed in the adaptation module
MD: Meta-Datasets




182

MT: Meta-Techniques
MM: Meta-Models
Procedure:
1. Update of information in the knowledge base depends on the action
performed in the update module.
1.1 If a new knowledge model is created, then include this information in
MD, MT and MM
1.2 If an old knowledge model is used, then update MM and MT and

include this new dataset in the MD

Output: Updated Knowledge base

Particularly, the meta-datasets table is composed of its identifier (ID_MD), the
description of its variables (VD1, ..., VDN), its location and creation date, among
other things (see Table 1). The meta-techniques table (see Table 2) contains the
identifier of the machine learning technique (ID_MT), the description of its behavior
(description), its parameters (P1, P2, PN) and its name (name_ml). Finally, the meta-
models table (see Table 3) is composed of the knowledge model identifier (MM_ID),
its description (description) specifying its type of knowledge model (descriptive,
predictive, diagnostic, prescriptive, among others), the ID_MT of the learning
technique used to build it, the ID_MD of the dataset used to build it, and specifically,
the variables used (VD1 ... VDN), and the values of the model in the quality metrics
(QM).
Table 1. Meta-Datasets Table

Id_MD Description Vd1...Vdn Location | Date Created

Table 2. Meta-Techniques Table

Id_MT Description Parameters (P1, P2, Pn) Name_ML

Table 3. Meta-Models Table
Id_MM | Description ld_MT VD1 ...VDn Quality (QM) Id_MD
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3.3. Selection Module
The activation of the selection module occurs every time a new requirement arrives
for the construction of a knowledge model, with the dataset to be used (see macro
algorithm in Algorithm 2). The module proceeds to extract the characteristics of the
incoming dataset and begins to determine the datasets that were used to build
knowledge models of the same type as the one desired to be built. Then, it goes on
to compare the input dataset with those datasets (compare their characteristics) to
generate a ranking (classification) of similarity between them and the new dataset.
Thus, using this ranking, this module offers a suggestion of the most similar
knowledge models, and the hyperparameters of the machine learning techniques
used to build them.
Algorithm 2. Selection Module.
Input: New Model (NM) and New dataset (ND)
Procedure:
1. For a given NM and ND do
1.1 Vector_Similar_Models= Sort models based on the similarity of NM and
ND

Output: Vector_Similar_Models

3.4. Adaptation Module

The adaptation module defines the action to be carried out (see Algorithm 3). If the
similarity of the dataset in the first position of Vector_Similar_Models and the new
dataset is less than thresholdl, then old knowledge is used (step 2, which is called
Transfer Learning of Model, Model _TL). Otherwise, an old knowledge model is
selected based on a new ranking that includes the similarity between the datasets
and the performance (quality) of the old knowledge models. If the first model in this
new ranking has a value greater than threshold2 (step 5), then a new knowledge
model is created using its machine learning technique (its parameters, which is
called Parameter_TL) (see step 6). Otherwise, if the new dataset has enough data
and is greater than threshold3 (step 8), then a new Model is created (step 9) with

the new dataset. Otherwise, if the new dataset has little data and the similarity of the
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dataset in the first position of Vector_Similar_Models is less than threshold4 (step
11), then it is used a data transfer (called Data_TL) to this new dataset of the model
(see figure (step 12), otherwise, it is necessary the generation of synthetic data, (step
15). Finally, for these last steps, a new model is created with the new dataset (see

Algorithm 3). When this comparison is finished, the management module is invoked.

Algorithm 3. Adaptation Module.

Input: Vector_Similar_Models

1. if (first position of Vector_Similar_Models > thresholdl)
1.1  Use knowledge model of the first position of Vector_Similar_Models
% Model Transfer
Else
a. performance of the first position of Vector_Similar_Models =
Perfomance_Models
b. If Perfomance_Models > threshold2)
1.3.1 Use the parameters of the machine learning technique of the
knowledge model of the first position of
Vector_Similar_Models to create a new Model
% Parameter Transfer
Else
1.3.2 If (Amount (ND) > threshold3)
1.3.2.1 Create a new Model.
Else
1.3.2.2 If (first position of Vector_Similar_Models > threshold4)
1.3.2.2.1 Create a New_ Dataset with ND and dataset of the first
position of Vector_Similar_Models
1.3.2.2.2 Create a new Model.
% Data Transfer
Else
1.3.2.2.3 Create a New_ Dataset =Synthetic_Data (ND)
1.3.2.2.4 Create a new Model
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Output: new module or new performance of the reused model

Step (1) of the algorithm in Algorithm 3 involves measuring the similarity between
the different variables that make up the datasets, to determine those with the
greatest similarity. This implies comparing variable by variable, to determine the
similarity in the statistical behavior between them (if they follow the same distribution,
the similarity in the centrality and dispersion metrics, which are highly correlated,
among other aspects can be analyzed). Based on this, it can be determined to reuse
an old knowledge model (Model_TL) (see Figure 3). Thus, this procedure involves
comparing the similarity between the data from the source domain (with which a
previous knowledge model was built) and that from the target domain (new dataset),
to choose the one that is most similar to the latter. This allows selecting a model that
has been trained in the source domain and then adjusting it to the target domain
[14], [20]. This approach is based on the premise that there are similarities between
the source and target domains that can be exploited to take advantage of already
established knowledge and adapt it to a new context. This approach turns out to be
an efficient tactic when the source domain is rich in training data and notable
similarities with the target domain can be found.

Model/Instance base Set of e/ classes

TL T
Source domain - Target domain
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Figure. 3. Example of Model Transfer Learning

Parameter-based transfer learning (Parameter TL, see step (6) of the algorithm in
Algorithm 3) refers to the transfer of hyperparameters from the source domain to the
target domain (see Figure 4). This approach assumes that models for related tasks
share the same hyperparameters of the machine learning techniques. Thus,
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parameter-based transfer learning offers the advantage of a quick construction and

improving performance on the new task [14], [16], [20].
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Figure 4. Example of Parameter Transfer Learning.

Data transfer learning involves the aggregation of data to the new dataset (Data TL,
see step (12) of the algorithm in Algorithm 3), that is, new samples or instances.
Therefore, the source domain transfers data due to the scarcity of data in the dataset
in the destination domain. Figure 5 shows how the data transfer approach is used.
The similarity between the instances in all features (F1, F2, F3) between the source
domain and the target domain is used to compare the different sources. The source
domain that has the greatest similarity to the target domain and a good metric quality
is chosen. Therefore, this process generates new instances in the target domain

based on the similarity between the datasets.
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Figure 5. Example of Data Transfer Learning.

In summary, this module is responsible for choosing the best model, the most

appropriate hyperparameters, or new data for a new dataset. Additionally, the
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knowledge base is regularly updated, allowing the framework to continually improve

its performance over time.

Our architecture is an excellent solution to mitigate initial data limitations (cold
starts), as it allows reusing models, parameters or data from previous machine
learning processes. In addition, it explicitly invokes synthetic data generation
processes when certain conditions are met. In particular, this ability allows it to
respond to the lack of historical data in the agro-industrial sector. Our architecture
can use any of the synthetic data generation methods, such as deep learning-based
models, or data augmentation techniques based on interpolation or extrapolation
methods.

In terms of data privacy and security, our architecture allows for several transfer
learning mechanisms, each exploiting a different type of knowledge (models,
parameters, and data). Collecting, processing, and storing that information in our
architecture to enable transfer learning can create vulnerabilities in terms of privacy,
security, and data protection. Now, our architecture can implement mechanisms to
anonymize data, for ethical data use, and thus ensuring privacy. It can also include
security mechanisms in its tables (encryption, access control, among others) to

make the architecture robust.

4. Case study
4.1. Description of case study

To explain the functioning of the MTL framework, we will consider the ACODAT of
Figure 6, which determines the type of input that will be transformed into an industrial
process and, according to it, the production process to be implemented. This
ACODAT was defined in [25]. Mainly, this cycle is made up of three tasks. Table 4
shows the overview of each task of this autonomous cycle.
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Figure 6. Autonomous Cycle for process automation in MSMEs (called ACPCPA —
001).

Table 4. Description of ACPCPA - 001 tasks.

Name of the task Knowledge models
1. Determine the quantity of input to be Diagnostic model
transformed.
2. Determine the quality of the input to be Predictive model
processed.
3. Determine the method of processing. Predictive model

Task 1. Quantity of input to transform: This task identifies the raw materials
required to meet customer demands. It analyzes different aspects such as the
historical evolution, uses of the product, etc. This task uses a diagnostic model to

identify the product and the quantity to transform.

Task 2. Quality of inputs to process: This task determines the quality of the inputs,
which depends on cultural practices, storage and transport services used, among

other things. This task uses a predictive model to determine this quality.

Task 3. Method of processing to use: This task identifies factors related to the
processing method. For example, natural washed, natural, or mechanical drying,
automatic or manual selection, among others. A predictive model is used for this

task.
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4.2. Instantiation case study Coffee Galavis.

The cycle was instanced in the Café Galavis Company located at Cucuta, Colombia.
This company, founded in 1918, is dedicated to the roasting and distribution of
Colombian Coffee. They have sophisticated equipment for the process that takes
place there, from the time the raw material is received at the company's facilities to
its storage in optimal temperature and humidity conditions. In addition, they include
the most rigorous selection of the bean, its purification prior to processing, and the
most hygienic conditions for its internal transport to the packaging machines of the
company. The datasets used in this case to build the knowledge models are
described in Table 5.

Table 5. Datasets used to build the tasks in ACODAT.

Name of the task Data sources

1. Determine the quantity | Production demand, customers, temperature,
of input to be and humidity of the environment.
transformed.

2. Determine the quality | Inputs used on farms, cultural practices,
of the input to be storage and transport services, demand, size,
processed. density, acidity, Defect category.

3. Determine the method | aroma, flavour, acidity, body, uniformity,
of processing. sweetness, and moisture.

These datasets used in each of the data analysis tasks previously indicated come
from the companies Colcafe, Café Premium De Colombia S A S and Café Galavis,
all from Colombia. The datasets were directly provided by their IT departments,
reaching a prior confidentiality agreement with them. In addition, the collection
process was complemented with extra information from their websites. In the
preprocessing process, a feature engineering phase was carried out in order to clean
and normalize the data, eliminate outliers and determine the most relevant variables
for each of the data analysis tasks, according to the machine learning algorithms to

be applied, both supervised and unsupervised.
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In particular, the confidentiality agreement signed with the companies to use their
datasets establishes the anonymization of the data, respect for the use of the data
for the purpose of the work, and its storage in a secure place.

4.2.1. Coffee Bean Quality Model

The dataset utilized for this task consists of evaluations conducted by experts on
various coffee blends, where each cup taste is assigned a score. Each entry contains
detailed information regarding the coffee's origin, the recipe applied, the
characteristics of the raw materials, and the resulting product. With a dataset size of
1,347 records and 44 variables, the primary objective is to estimate coffee quality

using unsupervised learning algorithms [17], [28].

The process begins with feature engineering procedures aimed at removing features
or variables with numerous missing or outlier values and minimizing redundancy
among highly correlated variables, among other tasks. This process yields a dataset
comprising 845 records and 34 columns. Subsequently, an exhaustive examination
is conducted to identify the most significant variables for gauging coffee bean quality.
Employing Pearson and Spearman correlation analyses, this assessment highlights
flavor, aroma, consistency, and acidity as critical variables. These variables are then

utilized to formulate the unsupervised model.

For the definition of the quality model, three unsupervised learning techniques were
used: K-means, Agglomerative Clustering and DBScan. Thus, two distance-based
clustering techniques and one Density-Based clustering technique are used. In this
case of the machine learning techniques, we have used three clusters (K=3) to
delineate coffee quality into low, medium, and high tiers. To determine the most
appropriate model, we have utilized the Silhouette Index, Density-Based Clustering
Validation, and the Davies—Bouldin index [9], [26] (see Table 6).
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Table 6. Comparison of models.

Model Silhouette Density- Davies—
Index Based Bouldin
Clustering index
Validation
K-Means 0.85 -0.41 0.09
Clustering 0.64 -0.45 3.82
DBScan 0.41 -0.122 10.75

Therefore, in this three-category model, the K-means model exhibits optimal
performance in describing coffee quality based on flavor, aroma, consistency, and
acidity variables. In this case, K-means gave the best results because the data
distribution is uniform, which fits with the K-means assumption that clusters have
well-separated spherical shapes. The biggest problem with this technique is
obtaining the value of K, which can limit obtaining good results. If the data distribution
had been more complex, DBScan would have been better, but since this was not
the case, its silhouette index and Density-Based Clustering Validation values are
very low. It is evident that it fails to form clear dense clusters. It is possible to improve
these results by exploring other more versatile alternatives such as GMM techniques
that can adapt to more complex data distributions. In the case of K-means, the K

optimization strategy can be improved.

4.2.2. Task for the prediction of the decrease of the bean in the roasting
process.

In the realm of coffee roasting, it's a common phenomenon for coffee beans to
undergo expansion while concurrently undergoing moisture reduction, culminating
in a decline in the final batch weight [19],[26]. Within this procedural domain, an array
of product and procedural variables exists, with some amenable to manipulation to
attenuate coffee bean loss. The principal endeavor at hand involves devising a
supervised model geared towards predicting the extent of bean reduction during the
roasting process. Thus, both the input attributes of the product must be considered
(including the previously ascertained grain quality) and the coffee roasting

procedural variables.
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As before, a feature engineering process is carried out. The Dataset has 2,632
records and 23 variables, from which the grain decrease will be estimated. Next, the
grain decrease value is calculated for each record as: a sted weight)/Green
weight.

It represents the percentage of weight loss during the roasting process. In the
sampled data, this loss ranges between 7.6% and 19.87%, with 75% of the
observations exceeding 14.5% and half of them between 14.5% and 15.8. %. To
develop the predictive model, three classic supervised learning approaches were
used: random forest, logistic regression, and support vector machine [27]. For
evaluation purposes, the data set was split into training and testing sets, with 80%
dedicated to training and 20% to testing. After this partitioning, R?, MAPE (Mean
Absolute Percentage Error), MAE (Mean Absolute Error) and MSE (Mean Square
Error) were calculated to evaluate the performance of the model. The most
successful model, Random Forest (as shown in Table 7), achieved a remarkable 0.9
in R?, 0.81 in MAPE, 0.08 in MAE and 0.5 grams in MSE, showing high accuracy

with respect to the other models tested.

Table 7. Training and testing accuracy for all fitted models.
Model R2 MAPE MAE MSE
Random Forest 0.9 0.81 0.08 0,5 grams
Logistic Regression 0.67 0.71 0.35 3.5 grams
SVM 0.66 0.68 0.42 4.1 grams

Several factors explain why, in this case, Random Forest outperformed logistic
regression and SVM in estimating the weight reduction of the bean in the coffee
roasting process:

* It has greater accuracy in non-linear models: the coffee roasting process does
not follow a linear behavior, which makes models such as logistic regression less
effective. Random Forest, based on multiple decision trees, manages to better
capture these complex relationships.

* It has a great capacity to handle high-dimensional data: the existence of 2632

records and 23 variables requires a model that can process large volumes of
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data without affecting its performance. Random Forest handles this information
efficiently by randomly selecting features in each division.

* Greater Robustness In the face of Overfitting, SVM can tend to overfit if the
hyperparameters are not correctly configured. Random Forest, on the other
hand, minimizes this risk by combining multiple decision trees, guaranteeing
stability in the results.

+ Identification of Key Variables, one of the strengths of Random Forest is its ability
to evaluate the importance of each variable in predicting bean weight loss. This

facilitates the optimization process in the coffee industry.

4.2.3. Task for the determination of the "Coffee processing method".

Apart from the quality of the coffee, it is also possible to establish the "Processing
method". For this task, a dataset with 1347 records and 44 variables is studied, from
which the "Coffee processing method" will be determined. Within these variables are
also included the variables of bean quality and bean decrease in the roasting

process previously estimated.

To build the identification model of the "Production method", we will use two
machine-learning techniques: Logistic Regression and K nearest neighbours. The
techniques were trained with 883 registers and tested with 464. The best result was
obtained with logistic regression (0.72, 0,69, and 0.32), with respect to K nearest

neighbours (see Table 8).

Table 8. Training and testing accuracy for the models.

Model Rz | MAPE MAE
Logistic Regression | 0.69 | 0.72 0.32
K-nearest neighbors | 0.63 | 0.64 0.58

In this case, logistic regression gave better results because it allowed identifying the
relationships between the input and output variables well. KNN had a lower
performance than expected. Although, in the case of logistic regression, its

assumption of linear relationships may prevent it from adequately capturing
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complexity, in this case, it was sufficient. Particularly, in this task, other techniques
such as artificial neural networks, random forest or gradient boosting could be used
to follow up on the relationships between the data, which seemed to have less linear

behavior, which would surely allow us to improve the results.

4.3. Instantiation of the MTL architecture in coffee production.

The objective of the management module is to store the information of the known
knowledge models. Thus, this module is responsible for storing Meta-Models, with
its Meta-Datasets and Meta-Techniques. For example, for the predictive models of
task 2, three traditional supervised learning techniques were used: Random Trees
(RF), Logistic Regression (LR) and Support Vector Machine (SVM). The MM table
has information on these knowledge models (see Table 11) and their quality Metrics
(M1, M2, etc.). Also, it has information about the datasets used in the Meta-Datasets
(see Table 9). For example, the variables from the Dataset 02 are total, ncf flame 1,
greenweight, roasted weight, water, color, humidity, and density. Finally, the Meta-
techniques table has information on the three machine learning techniques used to
build this knowledge model and their parameters (see Table 10). One example of
Logistic Regression isits ID (MT_03) and its parameters (P1, P3, P4 and P5), among
other variables.

Using the previous case study, the knowledge base tables of the framework are
filled. For example, we could have ACODAT instantiated for several types of coffee,
so we would have a set of knowledge models for each type of task and type of coffee
using various machine learning techniques and the characteristics of each of the
datasets by type of coffee. An example of the information saved when instantiating

the ACODAT in different cases is shown in the tables below.
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Table 9. Meta-Datasets table in the case study

Id_MD | Description Vd1...Vdn Location Date
Created

Dat_01 | Coffe Galavis | flavor, aroma, www.cafegalavis.com 2015

consistency, and

acidity
Dat_02 | Coffe Colcafe | Total, ncf flame 1, www.colcafe.com 2020

greenweight,

roasted weight,

cwater,

color, humidity,

density.

Table 10. Meta-Techniques table in the case study
Id_MT Description Parameters (P1, P2, Pn) Name_ML
MT_01 SVM P1. Supervised
MT_02 Random Forest P1, P2. Supervised
MT_03 | Logistic Regression P1, P3, P4, P5. Supervised
MT 04 K-means P1, P2, P3. Unsupervised
MT_05 Clustering P1, P2, P4, P5, P6. Unsupervised
MT_06 DBSCan P1, P2, P4, P5. Unsupervised
Table 11. Meta-Models table in the case study
Id_MM | Description | Id_MT | P1, P2, VD1 ...VDn Quality | 1d_MD
Pn (QM)
MM_01 | Predictive | MT_01 | P1, P2, vdi, vd2, | M1, M2, M5 | Dat_01
P3, P4. Vvd3, vd4



http://www.cafegalavis/
http://www.colcafe.com/
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MM_02 | Predictive | MT_02 | P1, P3, vdl, vdz, M1, M3, M4 | Dat_02
P4. Vd3, vd4,
Vd5
MM_03 | Diagnostic | MT_04 | P1, P2, vdi, vd2, M1, M2, M6 | Dat_01
P3.. Vd3, vd4,
Vvd5, Vdeé.
MM_04 | Diagnostic | MT_04 | P1, P2, vdi, vd2, M1, M2, M5 | Dat_02
P3. Vd3.

4.3.1. Coffee Bean Quality Model for the new case study

We suppose a new dataset 03 with the next characteristics (see Table 12): Vd1,
Vd2, Vd3, Vd4, Vd5.

Table 12. New Dataset
ld_MD Description Vvd1...Vdn Location Date
Created

Dat 03| Café Premium De | Vd1l, vd2, | www.cafepremium.com 2022
ColombiaSA'S Vd3, vd4,
vd5

And for that new dataset of a new type of coffee, we need to instantiate the ACODAT.
For example, for the second task, we need to develop a predictive model. The first
step is to determine the similarity between the new dataset and those stored in the
framework (selection module). This procedure must establish a similarity metric
between the source domains (Xs) and the target domain (Xt). The name similarity
method was used, which examines the affinity between words considering the
substrings they share, after normalizing the name of the features under evaluation.
An example of this ranking is shown in Table 13.
Table 13. Ranking (MT)

| (0.7) Dat01 | (0.4) Dat02 |
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4.3.2 Meta-Learning to predict the behavior of the Coffee roasting process.

This example will focus on the design of a supervised model for predicting the level
of shrinkage in the roasting process, considering the input characteristics of the
product and the controllable variables of the process (task 2 of the previous
ACODAT). In this case, we are going to assume several situations, to evaluate the

behavior of the framework.

a) First case: In this case, we assume that threshold 1 is less than 0.7. Thus, we can
use the information of Dat_01, so we choose the predictive model MM_01 from 14

and we simply use it.

b) Second case: in this case, we assume that threshold 1 is 0.8, so we must proceed
to make a new ranking considering the similarity and quality of the predictive models
made with the datasets. In this ranking, the MM_02 model of dataset Dat_02 comes
first, and since we suppose its performance is lower than the threshold2, then we do
a parameter transfer of the technique used with the best performance in that model
and that dataset (in this case, MT_02). Table 14 shows an example of an update of
information that would occur once the new prediction model has been created using

our framework.

Table 14. New Meta-Model.

Id_MM | Description | Id_MT | P1,P2, | VD1...VDn Quality Id_MD
Pn (QM)
MM_05 | Predictive | MT_02 | depth=4, Aroma, R2=0.8, | Dat 03
rank=Gini. Flavor, MAPE=0.9,
Aftertaste,
Acidity,
Body,
Balance,
Uniformity
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c) Third case: in this case, it is considered that the other two cases have not been
met. If the new dataset has a lot of data, we simply build a new dataset; but suppose
it has little data, then we go to see if the similarity of the dataset with other datasets
in the framework is greater than threshold3. We assume yes with Dat_01, then a
data transfer is made. If not, synthetic data would be constructed. Table 15 shows
an example of an update of information that occurs once the new prediction model

has been created using our framework.

Table 15. New Meta-Model.

Id_MM | Description | Id_MT | P1, P2, VD1 Quality (QM) | 1d_MD
Pn ...VDn
MM_05 | Predictive |MT_01| C=0.2, Aroma, R2=0.6, Dat_03
Flavor, MAPE=0.7,
Balance,
Uniformity

To determine the thresholds of the MTL_ACODAT framework in the case study that
predicts size reduction in the roasting process, statistical analysis and empirical tests

were considered as explained below:

» Threshold 1 (Similarity level for reuse of existing models). This threshold
establishes the minimum degree of similarity necessary between a new dataset
and previously recorded data to allow the reuse of a predictive model. It is
calculated by performing correlation studies and distance analysis (particularly,
Jensen-Shannon distance) between the data distributions of the data sets. It was
set at 0.7 to ensure that the similarity of the new data set is sufficiently similar so
that the model to be reused is compatible, based on the work [39]. A lower
threshold would allow the use of models created with data with significant
differences, while a very high value would excessively restrict reuse.

» Threshold 2 (Quality limit for parameter reuse): This threshold sets the level of

accuracy needed to determine whether parameters from a previously trained
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model can be reused. In the case study, the performance metrics R? and MAPE
were used, and it was set to 0.8 to ensure that only good quality models are
considered for parameter transfer [39. A lower threshold could compromise the
performance of the new model by accepting parameters from low-quality models,
while a higher value could exclude models that could be improved with slight
adjustments.

» Threshold 3 (Condition of sufficient data for modeling): This threshold determines
whether the dataset is of adequate size to train a new model without the need to
transfer information from another source. This value was based on statistical
learning studies that establish the minimum amount of data needed to avoid
overfitting and improve the generalization capacity of the model [40]. A threshold
was set considering that a dataset is small if its size is less than the 25th
percentile of the previous sets in the system. In this way, it is ensured that the
models are not trained with insufficient data, reducing the risk of overfitting. In the
case of small volumes, the transfer of data from a similar set or the generation of

synthetic data is chosen.

Now, these thresholds are flexible and can be dynamically adjusted according to

new criteria or using new information.

As for the parameter adjustment methods, which only occurred in the cases of
parameter transfer, data transfer, creation of synthetic data or creation of models
from the original dataset, a classic grid-based hyperparameter optimization process

was performed [41].

4.4 Importance of case study results

The impact that our MTL framework would have on MSMEs in the coffee sector
would be reflected in their production processes. The transfer learning strategies
underlying our MTL framework allow information to be shared between companies
in the sector to build more robust and accurate knowledge models with fewer data

requirements and a lower computational burden. This is done in a context where
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confidentiality is guaranteed, without incurring additional costs for them, something

prohibitive for MSMEs. The most relevant specific impacts include:

» Definition of more efficient knowledge models (for example, quality prediction):
By using pre-existing knowledge models trained with historical coffee data, small
and medium-sized companies can improve the accuracy of their models.

» Adaptability to different production scenarios: by sharing information between
MSMEs, they also share the different environmental conditions and cultivation
techniques used by each one, which gives greater adaptability to the models built
with this shared data, facilitating their operation in changing scenarios.

» Decreased development times and computational costs: Implementing transfer
learning reduces both development costs and data collection and preparation
costs, by avoiding building knowledge models from scratch.

» Improvements in the production process: the tasks of the autonomous cycle
improve planning and quality in production, by optimizing grain selection,

improving quality control, and managing processes more efficiently.

In conclusion, the incorporation of our MTL framework facilitates the access of
MSMEs to the digitalization and automation of their processes, to increase their

competitiveness and profitability.

5 Discussion

5.1. General results
The MTL framework has some distinctive features, such as the ability to reuse
models generated with historical coffee data. In addition, it could adjust to the
introduction of new variables, which gives it notable flexibility and the ability to adapt
to different contexts. MTL improves learning capabilities according to the new data
presented to it. In other words, our MLT framework is capable of learning how to
learn.
Additionally, to test the results of our different transfer learning approaches (Model

TL, Parameters_T and Data_T), we defined the following hypotheses [22], [28]:
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HO: )/_TL=)/nO-TL
H1:]/_'|'L>yn0—T|_
where )/_TL is the R2 mean of 1000 runs on the testing set using the different transfer

learnings for the previous case study and Y n o - 1. corresponds to the R2 mean of

the model without the application of transfer learning. To test the hypotheses, the
student’s t test with superior tail alternative and 95% confidence was used.

The average values and standard deviation of the evaluation metrics of the models
are shown in Table 16. Furthermore, the results of the statistical test are detailed to
evaluate whether the application of TL contributes to an improvement in the
performance of the model compared to the model that does not use TL. According
to the results obtained, the use of the TL approach leads to a significant improvement
in model performance, in contrast to the model that does not incorporate TL (p value
= <0.001).

Table 16. Descriptive statistics and results of Student's t test (p value) to determine

performance improvement using TL.

Metrics YL OTL Yno-T1L | Valorp

Accuracy 0,89 0,007 0,770 <0.001
F1-Score 0,87 0,007 0,810 <0.001

In summary, the results showed an increase in quality from 0.77 to 0.89.

5.2. Qualitative Comparison with previous work
In this section, we propose several criteria to contrast our proposal with similar
previous studies.
e Criterion 1: The work is for ACODAT.
e Criterion 2: The work implements modeling processes that adjust adaptively
using a Meta-Learning process.
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e Criterion 3: The work proposes a distributed learning approach.
e Criterion 4: The work focuses on data-driven optimization in agriculture.

e Criterion 5: The work presents an application of Al in MSMEs.

Table 17 shows a comparative qualitative evaluation with related studies, based on
the criteria mentioned above.

Table 17: Qualitative Comparison with previous work.

Cri1 Cri2 Cri3 Cri4 Cri5
[11] N X X X X
[15] X N X X X
[17] X N X X X
[18] X N X X X
[28] N X X N N
[31] X N N X X
[32] X X X N X
[33] X X X X N
[35] X N N X X
[37] X X X \ X
[38] X X X N N
This work N N X \ \

For criterion 1, work [28] specified ACODAT for a smart classroom. Furthermore, in
the work [11], autonomous cycles of collaborative processes are used for Integration
Based on Industry 4.0. Now, none of them propose meta-learning processes. Our
research implements ACODAT, and the transferability of the model is shown in its
ability to adapt and generalize to new tasks with precision. Our approach considers
the possibility of retraining models with new data that may be associated with cycle
tasks, among other meta-learning aspects, with the aim of integrating knowledge

and experience into the original model.

For criterion 2, our work, [15], [17 and [18] are the only one that meets. This criterion
becomes important because the inclusion of adaptive modeling methods constitutes
an essential element in any project that involves the application of machine learning.

Adaptation processes in modeling allow the model to continually adjust and improve
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based on new data or changes in the conditions of the system being modeled. The
work [15] is presented as a viable option for implementation in real-time facility
management systems within smart buildings, with applications ranging from early
detection of equipment failures to automated monitoring and optimization of energy
use. Tavares et al. [17] used a meta-learning strategy to improve the detection of
anomalous traces in event logs in order to achieve the best discriminatory ability
between common and irregular traces. The method extracts meta-features from an
event log and recommends the most suitable encoding technique to increase
anomaly detection. Garouani et al. [18] presented a meta-learning-based approach
to automate predictive ML models built from industrial big data. In our approach, the
introduction of an autonomous cycle gives the models the ability to adapt through

the possibility of monitoring and adjusting the models.

For criterion 3, Lin et al. [35] explored the fusion of federated learning and meta-
learning principles and defined future research trajectories. They specifically discuss
federated meta-learning viewed as collaborative learning between edge nodes, or
between the edge and the cloud, with the goal of taking full advantage of knowledge
transfer. Liu et al. [31] addressed challenges associated with model customization in
distributed learning systems, such as the absence of centralized data and device
diversity. Their proposal enables machine learning models to be efficiently fine-tuned
to new data on local devices while preserving privacy by using federated learning.
This process is facilitated by collaboratively creating a global model, which is
customized for each device using meta-learning methods. Our approach in particular

does not allow for a distributed learning process.

For criterion 4, Muchen et al. [32] investigated how data analytics and technology
impact the optimization of agricultural practices. Their study focuses on the
application of advanced tools such as machine learning models, and big data to
improve the sustainability, efficiency, and productivity of the agricultural sector. Huo
et al.'s work analysed research work on loT-based smart agriculture. They present

architectures, devices and communication technologies used in loTn smart
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agriculture. The work of Mishra et al. [37] described the advances in smart
agriculture, its main components linked to sensing and monitoring, data collection,
communication technologies and decision support systems. They describe the use
of artificial intelligence to monitor crops, identify pests and diseases and forecast
yields. The authors of [28] presented an application in the coffee context of the use
of prediction models based on machine learning techniques. The work [38]
presented several projects about artificial intelligence in agriculture. Our work is an
example of the application of Al in agricultural environments to automate the

management of the production process by exploiting their data.

Finally, for criterion 5, Linaza et al. [38] described a summary of research projects in
the use of artificial intelligence in agriculture. In particular, they emphasize the
European case, where there are quite a few MSMEs. They conclude that in that
sector they are in the early stages in the use of Al technologies, mainly in monitoring
and production optimization tasks. Met et al. [33] presented an intelligent system that
improves financial product recommendations for MSMEs. This system makes use of
advanced machine learning algorithms to process and analyze massive data related
to the financial behavior and business needs of MSMEs. On the other hand, the
prediction models proposed in [28] can be used by coffee MSMEs. Finally, our
proposal is specifically for coffee MSMEs, but our proposal can be extended to any

industrial sector, not only agricultural.

From the perspective of MSMEs, an approach like ours would give them competitive
advantages by giving them: i) greater flexibility and adaptability to market changes,
ii) closer relationships with customers by being able to translate their needs into
personalized products or services based on the data collected, iii) reduced operating
costs by optimizing their production, and iv) constant innovation guided by their data
and that of their context. The most important possible cons or limitations that SMEs
could have in using an architecture like this are i) the shortage of specialized human
resources to manage the technological platform, ii) the initial investment required to

install the infrastructure. The basic difference between large companies and SMEs
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is in their scale and the resources available, which allows them to overcome the
limitations, but eventually due to their organizational structure some of the

advantages would be lost.

Our research is the only one that proposes an autonomous process that incorporates
adaptive machine learning modeling processes, which makes it easier for the model
to transform and improve over time by including new data or changes in the
underlying system. In addition, in our proposal, the knowledge acquired when
building the models can be transferred to new tasks or new autonomous cycles.
These characteristics make it useful for a variety of applications. In particular, in the
coffee area to share knowledge between MSMEs that have different coffee beans,

to exploit quality models, loss detection (quantity), among others.

5.3 Quantitative Comparison with previous work
In order to make a quantitative comparison of our architecture with previous works,
we will contextualize our architecture in the same contexts of previous works, and
we calculate the quality of the machine learning models produced with our approach
and the one reported in those works using their same metrics (accuracy and
silhouette index (SSW)). In addition, we add two features, the generality of the
approach to be able to be applied in different contexts, and the scalability to be able
to be used on large-scale data, or the opposite, with little data. Table 18 shows the

quantitative comparison.

Table 18: Quantitative Comparison with previous work

Work | Generalization | Scalability | Accuracy SSW Our
approach

[11] Mediu Medium 0.87 0.68 0.90 (0.78)
[15] Medium Medium 0.85 - 0.83
[17] Medium Medium 0.77 - 0.79
[18] Medium High 0.80 - 0.80
[28] Low Medium 0.61 - 0.78
This . .

work High High
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In terms of generalization, approaches without meta-learning show limited
generalization, as they build static models [28]. Works that feature the use of meta-
learning [15], [17], [18], same as approaches that use autonomic computing loops
[11], show moderate generalization thanks to their adaptive capacity. Our model, by

integrating meta-learning with ACODAT, achieves more robust generalization.

Regarding scalability, rigid approaches such as [11], [15], [17], [28] have moderate
scalability, for very specific datasets (or domains). On the other hand, [18] is highly
scalable thanks to its massive data analysis strategies. Our approach maximizes
scalability by combining ACODAT and meta-learning, allowing dynamic updating of

models without the need for complete retraining.

As for the quality of the results, our approach maintains the results obtained with the
meta-learning architectures. Particularly, the work [15] achieves a high value of 85%
due to the use of advanced autoencoders, and our architecture follows it quite well.
In our case, we manage to maintain its results thanks to the combination of
incremental learning and knowledge transfer. Now, in the case of those without
adaptation mechanisms based on meta-learning, our architecture clearly improves
them. Even in [11] that develops a clustering model (0.68) and a classification model
(0.87), our architecture manages to perform better for both cases (0.90 and 0.78,

respectively).

6. Conclusions

Meta learning is a huge need in the world of machine learning, and it can be exploited
in a wide variety of ways. In any learning process, whether successful or not, useful
knowledge accumulates that can be used in new learning processes. It is not
necessary to start from zero every time; Instead, previous experiences should be
taken advantage of. The framework proposed in this work allows this, giving different
options for using knowledge, from already built knowledge models to the reuse of
parameters of techniques or data.
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Our MTL architecture for ACODAT allows self-control and self-management
processes to reuse autonomous cycles of automation of an agro-industrial
production chain. Our framework allows reusing previous machine learning models,
or data sources or parameters, for new data sources that define new autonomous
cycles. Thus, the framework allows the instantiation of an ACODAT in new data sets
(productive processes). In turn, the MTL architecture is enriched with new knowledge
models, with the best parameters of machine learning techniques, and/or data, as
new data is added. All that knowledge (models, techniques and data) is exploited
when new data arrives (for example, a new ACODAT instantiation). Consequently,
one of the most relevant characteristics of our MTL architecture is its ability to adapt
to new data, without forgetting the previous ones. In summary, our framework
provides greater adaptability to systems based on machine learning, improves the
quality of the models by reusing previously optimized data or parameters, reduces

training time, and being based on ACODA allows dynamic adjustments.

Our MTL architecture is the first to be used to determine coffee quality, roasting and
processing methods in the coffee industry. The effectiveness of our approach lies in
its ability to build new models associated with various types of coffee, thus being
able to instantiate the ACODATs for automating the coffee production processes to
different qualities and coffee seeds in an efficient and flexible way. Although our MTL
architecture has been successfully applied in coffee production, it has a high degree
of scalability to other agro-industrial domains. In particular, it can be used to
automate the productive processes of the food industry taking into account the
following aspects: i) the processes of the production chain to be automated must be
clearly identified ii) the availability and quality of the data must be identified iii) the
appropriate ACODAT must be specified and implemented for said organizational
environment. From there, the framework can be instantiated to begin to
autonomously manage the ACODAT instantiations made by companies in the

industrial sector under study.
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Despite its capabilities, our framework has certain limitations that need to be
addressed to improve its effectiveness. The most relevant ones are: The first is the
need to collect a significant amount of data to train the initial models in the knowledge
base, which can be difficult in certain situations. Secondly, it requires having a
significant number of models, techniques and data to make it interesting, otherwise
it will have the cold start problem of many recommendation/adaptation systems. On
the other hand, it requires a person with expertise in the topics related to ACODAT
to be able to implement it in a real environment properly. Despite the limitations, for
MSMEs, it is very beneficial because of all the knowledge that they will be able to

reuse over time.

In future research, it would be interesting to explore the effectiveness and behavior
of various synthetic data generation algorithms within our architecture. In addition,
the possibility of implementing a Federated Meta-Learning approach with ACODAT
will be considered to distribute the Meta-Knowledge generated in the architecture,
which could contribute to reducing both the complexity and the necessary
computational resources. Federated learning allows Al models to be trained in a
decentralized manner, without the need to transfer information outside each
company. This facilitates cooperation between MSMEs without compromising data
security. The combination of synthetic data and federated learning helps overcome
data scarcity in the agro-industrial industry, ensuring more accurate decision-making
without compromising data privacy. Particularly, they address the privacy and cold
start issues that are so important in this agro-industrial sector. Finally, future work
should analyze the behavior of the autonomous cycle in real-time constrained

contexts, which involves testing its functionality in real-world scenarios.
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Abstract. In the MSME agribusiness sector, constant monitoring and detailed
analysis of product characteristics are essential to identify areas where production
can be improved. The proposal of this work is a meta-learning (MTL) architecture
integrated into autonomous cycles of data analysis tasks (ACODATS) that automate
the production process of MSMEs to allow their self-adjustment. The proposed MTL
framework includes an ACODAT to guide the entire meta-learning process and a
meta-model knowledge base that stores information about existing machine learning
models, the machine learning techniques used to create them, and with which
dataset they were made. Thus, the architecture has an ACODAT module to guide
the behavior of the MTL framework, and meta-data and meta-techniques that
describe previous datasets and techniques used to build the models described in the
metamodel. These are used to select the most appropriate machine learning model
for each ACODAT task of the automation process when it is instantiated on a new
dataset. Particularly, from the information contained in the MTL framework, the
system is capable of performing model transfer, data transfer or parameter transfer
processes, or invoking procedures for the generation of systematic data, in order to
define the new machine learning models for the tasks of the new ACODAT of the
automation process. The framework has been tested in an MSME in the coffee area.
In the context of the case study, an ACODAT for a coffee company composed of
three tasks to control its production process is instantiated. The proposed
architecture demonstrated its ability to adapt the ACODAT to a new scenario,

obtaining very satisfactory results for each task.
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1. Introduction

Meta learning, also called “learning to learn,” is a subcategory of machine learning
that defines artificial intelligence (Al) architectures to understand and adapt machine
learning models to new tasks on their own [1, 2, 3]. Meta learning’s primary aim is to
provide machines with the skill to learn how to learn [4, 5, 19]. Meta-learning is useful
in an agro-industrial production chain in contexts where adaptability, efficiency and
optimization are needed at different stages of the process [30]. The use of meta-
learning in a production chain allows responding to the unpredictable dynamics of

the environment and improves both productivity and sustainability [31, 32].

On the other hand, in [6. 7], the concept of autonomous cycles of data analysis tasks
(ACODAT) was introduced to automate processes in an environment, and applied
to the management of smart classrooms, particularly, for the management of
learning processes [8, 11]. In [13, 23, 29], the authors proposed using these cycles
in collaborative industrial production processes within the framework of Industry 4.0.
In turn, the authors of [19] used MTL Architecture for the selection and configuration
of automated learning algorithms, and in [15], for the management of data transfer
processes. Despite the widespread use of ACODAT in different domains, there are
no applications that allow models that make up an ACODAT to learn how to learn
from context, to follow the dynamics of the environment. Thus, the application of MTL
as a layer that allows automating the process of automatic adaptation of the models

that make up an ACODAT is a great challenge.

In turn, typically, in many countries, coffee producers are MSMEs. Specifically, coffee
production must operate at certain levels of efficiency to ensure that the quality of
the beans, the roasting process, and the general methods of coffee processing meet
financial and environmental sustainability objectives. This will allow actors in the

MSME agro-industrial sector to be aware of what is happening in coffee production
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to implement strategies for its improvement. Previous works have proposed
ACODATs to automate the agro-industrial production processes of MSMEs in the
coffee sector [26, 28]. However, these previous works have not proposed an MTL
framework for ACODAT.

In this paper, we present a novel MTL framework, which aims to automate the
management of machine learning models in an ACODAT. In particular, the
framework allows selecting pre-existing machine learning models to reuse them
(which we will call model transfer), or to reuse their parameters (which we will call
parameter transfer), but also, eventually, to reuse the data with which these models
were built (which we will call data transfer), or simply to invoke synthetic data
generation algorithms. All the above is guided by the framework according to the
similarity between the input dataset with respect to the datasets with which the
previous models were built in previous ACODATs instantiated in specific contexts.
Thus, the MTL framework seeks to reuse machine learning models built with
previous datasets in other ACODATs in new datasets in which a given ACODAT is

instantiated. The main contributions of this work are:

e An MTL architecture for ACODAT, which allows it to adapt to different contexts
automatically by reusing/adapting the machine learning models that define its
tasks to new datasets.

¢ An ACODAT module to guide the behavior of the MTL framework.

e An MTL architecture in the context of the coffee industry, for the automation of

the production process of MSMEs.

The organization of the work is as follows: Section 2 introduces the theoretical
framework, with related works. Subsequently, Section 3 describes the proposed MTL
architecture. Section 4 presents the case study for the coffee sector. Then, Section
5 performs a comparative Analysis with other works (qualitative and quantitative);

and finally, Section 6 presents the conclusions and future works.
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2. Theoretical Framework

2.1. Meta Learning

The concept of meta-learning in artificial intelligence refers to the ability of a system
to continuously improve its learning process. Instead of focusing only on a specific
task, the model seeks to adapt and learn new tasks more quickly and efficiently [1,
2, 4,5, 22]. The goal is to capture knowledge or metadata that helps optimize the
performance of these models in new applications [2, 3, 19]. MTL aims to understand
and use past experiences to improve its ability to adapt to new tasks. By learning
from previous problems, the model can identify useful patterns or strategies, allowing
it to optimize its future learning process and solve new tasks more quickly and
efficiently. In general, detailed knowledge of the context is needed to properly tune
machine learning algorithms to specific problems. This starts with collecting
metadata describing the behavior of pre-trained models, including details of
algorithm configurations such as hyperparameters, quality metrics, training times,
and characteristics of datasets, known as meta-attributes. This metadata is then

used to reuse this knowledge in new contexts and emerging tasks [1, 2, 25].

This allows for different types of reuses of that acquired knowledge. For example,
these models can be used on new datasets if they exhibit similar behaviors;
hyperparameters found in previous studies with these techniques can be reused to
build new models if the similarity between datasets is lower; or data can be
transferred if they are not so similar and the new set lacks sufficient information. In
the first case, the model's metadata must be adjusted to the new dataset; in the last
case, the new machine learning model becomes a new input for the metamodel. In
this way, the reuse of previous knowledge and the learning of new uses for already
learned models are facilitated, among other benefits [26, 27]. Thus, MTL allows
setting up new data analysis tasks at a much faster rate. This is possible because it

greatly accelerates the creation of new learning models reusing knowledge [16, 18].
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Particularly, in [16] an unsupervised anomaly detection method, called MAVAE, is
proposed for time series sensor data. The proposed method uses a variational
autoencoder (VAE) as an anomaly detection model and adapts the model to a new
target task with few unlabeled anomaly data using an MTL approach. In [18], Tavares
et al. use an MTL strategy to improve the detection of anomaly traces in event logs
to fine-tune the best discriminative ability between common and irregular traces. In
[19], Garouani et al. present an MTL-based approach to automate the construction
of predictive machine learning models in the context of industrial big data. The
approach takes advantage of the AMLBID framework, an automated machine
learning tool for industrial big data analysis with meta-features. Furthermore, in [27],
Xu et al. present an adaptive MTL model based on user relevance for improving user
cold-start recommendations. Yao et al. [25] propose an automated relational MTL
framework that automatically extracts the relationships between tasks and builds a
meta-knowledge graph. When a new task arrives, it can quickly find the most
relevant structure and adapt the knowledge of the learned structure. In turn, Garcia
et al. [20] defined an MTL architecture to adapt predictive models. Thus, all these
works propose a set of characteristics to address the MTL. However, none of these
works presents proposals aimed at carrying out processes of adaptation of learning
models in contexts where ACODATSs are used as process automation mechanisms,

the subiject of this work.

2.2. ACODAT

Given the value of innovation in MSMEs and the current opportunities to leverage
organizational data and its environment, it is possible to develop data-driven
strategies that guide the automation process. One such strategy includes the
implementation of autonomous cycles of data analysis tasks (ACODATSs), proposed
in previous research [26, 28], which allow the generation of machine learning models
using various sources of information to facilitate the automated management of their
production processes. Multiple data analysis tasks need to be performed at the same
time to achieve a specific goal in the observed process. These tasks are interrelated
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and each performs an essential function in the cycle: (i) observing the process, (ii)
analyzing and interpreting events, and (iii) making decisions that guide the
productive process toward its objectives. The integration of these tasks in a closed
loop enables continuous and autonomous resolution of complex problems. The

functions of each task are detailed below [6, 7]:

¢ Observation task: involves a series of tasks that are responsible for monitoring
the process. These tasks must capture data and information about the behavior
of the environment and prepare that data for analysis.

e Analysis tasks: are tasks to interpret and understand the collected data to
diagnose what is happening in the monitored context. This includes the creation
of knowledge models (machine learning models) based on the observed
dynamics.

o Decision-making task: These tasks involve the implementation of actions
aimed at decision-making to improve the process in which the cycle is
implemented. The actions influence the dynamics of the process to optimize it,
and the results are reviewed again in the observation and analysis stages,

beginning a new iteration of the cycle.

ACODAT has been implemented in past research, following the principles that IBM
introduced in 2001 [9, 10, 14]. Its applications include areas such as smart
classrooms [8, 11], telecommunications [12], Industry 4.0 [6, 13, 24] and smart cities
[7]. It adopts an autonomic computing approach with the aim of delivering systems
that operate with intelligent control loops and autonomous capabilities. In general,
an ACODAT requires a multidimensional data model to store the collected data,
which describes the behavior of the context, and the machine learning models

generated with said data.

Although ACODAT has proven its effectiveness in various fields, it has not yet been
expanded with MTL processes to improve its capabilities to adapt autonomously to

the characteristics of different contexts.
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3. ACODAT MTL Framework.

In this work, we introduce a new MTL architecture for the automatic creation of
knowledge models for ACODAT. The MTL mechanism helps ACODAT to learn to
adapt quickly to new scenarios. The MTL architecture requires extensive and
detailed knowledge of several aspects of machine learning, including data sources,
meta-features, and already defined meta-models. A description of the architecture is

presented in this section.

3.1. Conceptual Architecture

Figure 1 shows the general structure of the proposed framework. This architecture
uses a knowledge base that includes information about the knowledge models
previously stored in it, and the datasets and the hyperparameters of the techniques
used to build them. When a new model needs to be built for a new dataset, the
system compares the similarity of the new dataset with the existing datasets in the
framework to decide the procedure to follow. In particular, the options are to use an
existing model if the new dataset is very similar to the one used to build the model,
to use only the parameters if they are somewhat similar, and to build a new model
or generate synthetic data if they are not very similar. Thus, this architecture allows
reusing previous knowledge and integrating new knowledge. The modules of the

architecture are briefly described below:

e Management Module: This module manages the knowledge base, which
consists of a metamodel table, a metadata table, and a meta technique table.
Each knowledge model in the metamodel is linked to a dataset (in the metadata)
and to the machine learning technique (in the Meta Techniques) used to create
it. In addition, the metamodel stores the model's quality metrics and other
relevant data. The metadata contains details about the datasets, such as their
attributes and location. Meta Techniques store information about machine

learning techniques, including the optimal values of their parameters.
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Selection Module: When a new requirement to build a knowledge model on a
dataset is received, then the selection module is activated. It first extracts
features from the incoming dataset. It then compares the new dataset with the
previous datasets that have been previously used to build previous knowledge
models, to generate a similarity ranking.

Adaptation Module: The adaptation module makes decisions based on the
similarity ranking. Based on this ranking, the module can decide several things:
perform a model transfer (reuse it) if they are very similar, perform a parameter
transfer (reuse the parameters of the techniques) if they are somewhat similar,
perform a data transfer (if they are not very similar), or generate synthetic data
(in these last two cases, if the new dataset is missing data). In all cases, a new

model is built with the new dataset, and the management module is invoked.

The selection module uses an ACODAT to guide the process of optimizing the
creation of the ACODAT models being instantiated, ensuring the selection of the
resources (models, techniques or data, according to the type of transfer to be
performed) to adapt the ACODAT. In the following section, the operation of the

ACODAT module and its impact on the general architecture will be detailed.

Management Module ] ACODAT Module

Meta Techniques

|_ ™
—* Decision Observation

Meta Dataset Meta Models

— _  » |
= % Search Model
-~

Adaptation Module

Select Parameter TL

Meta Model [* |
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Create Create
Meta Model Model -
......

Create Meta
Dataset Data TL

Generate
T Synthetic
Data

Figure 1. New MTL architecture ACODAT.



223

3.2. ACODAT Module

The ACODAT module is responsible for supervising the execution of the other
modules of the framework, but also, the ACODAT that is being adapted. When this
module is activated, a macro algorithm is executed that starts with the Observation
task, which monitors and collects data and information from the system or
environment being monitored (information about the meta-datasets, meta-
techniques and meta-models), but also about the ACODAT being supervised (tasks
being executed, techniques and datasets used, etc.). Then, the Analysis task carries
out the processes aimed at interpreting and understanding the collected data to
diagnose what is happening in the monitored context, especially, on the adaptation
needs at the level of each task of the supervised ACODAT. Finally, the Decision task
is activated, which in this case involves actions aimed at building the learning models
for the ACODAT being instantiated. In this case, it invokes the adaptation module to
determine what type of transfer (of models, data, among others) to perform for each
task of the supervised ACODAT. Finally, this module, being an autonomous cycle,
observes the behavior of the ACODAT being instantiated to optimize it (the results
of the learning models are reviewed again in the Observation and Analysis tasks,

starting a new iteration of the cycle).

4. Case Study

This section presents a real case study showing how the architecture works

4.1. Experimental Context

ACODAT MTL architecture was implemented in the Café Galavis company, located
in Cucuta, Colombia. This company, founded in 1918, is dedicated to the roasting
and distribution of Colombian coffee, and has sophisticated equipment for the entire
process, from receiving the raw material to its storage under optimal temperature

and humidity conditions. In addition, they carry out a rigorous selection of the grain,
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purify it before processing, and ensure the strictest hygienic conditions for its internal

transport to the packaging machines. Specifically, the ACODAT that was designed

to automate the production process of this company is composed of the following

tasks (see Figure 2):

e Task 1. Quantity of input to transform: It analyses various aspects such as the
historical evolution and uses of the raw material to generate the product (the
seed, in this case). It requires a diagnostic model to determine the raw material
and the quantity to be transformed.

e Task 2. Quality of inputs to process: The quality of these inputs is established
through this task, depending on factors such as cultural practices and storage
and transportation services. In this task, a predictive model is used to determine
this quality.

e Task 3. Method of processing to use: The identification of factors related to the
processing method of the coffee, such as natural drying, natural washing,
mechanical drying, and automatic or manual selection, is the main function of this

task. In this task, a classification model is used for this purpose.

ACPCPA-001

Transformer Input Type Tasks.

/1‘£ask:/6ua|ity. = ] 2.TaW I@
-~
Quantify of Input.

Quality of supplies

\—li—l

3 Task: Processing method{'

Processing Methods

Figure 2. ACPCPA - 001 tasks.

The datasets used to solve the different tasks are as follows:

e File1.csv: This dataset is composed of 1,286 records and 56 characteristics
(processing method, seed variety, Aroma, flavour, acidity, body, uniformity,
sweetness, and moisture, and other variables) [23]. The data used includes
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expert evaluations of different coffee blends, assigning a rating to each cup
tested. Each entry provides detailed information about the origin of the coffee,
the recipe applied, the characteristics of the raw materials, and the final product
[23].

o File2.csv: This dataset is composed of 2,032 records and 22 characteristics
(green weight, roasted weight, shrinkage, environment humidity, density, color,
and other variables) [21]. From this set, the weight reduction during roasting
(target variable) will be calculated using the formula: reduction = Roast weight /
Green weight. The analysis of the data shows a weight reduction ranging from
7.6% to 19.87%, with 75% of the records showing a reduction of more than

14.5%. Half of the data is concentrated in a range between 14.5% and 15.8%.

4.2. Current state of the MTL Architecture

This section describes the information that the MTL framework currently has,
particularly its tables containing the MetaModels, Metadata and Meta_Techniques,
because this information is used by the MTL modules in their tasks to adapt the
ACODAT to the new datasets of the Café Galavis company. Table 1 has the following

datasets in the Meta-Datasets Table.

Table 1. Current Datasets in the Meta-Dataset Table of the MTL framework

Id_MD Description Vd1...Vdn Location Date Created
Dat_01 Coffe Colcafe aroma, acidity, bitterness, https://colcafe.com/ 2015
overall impression and
body,
Dat_02 Café Premium flavor, aroma, www.cafepremium.com 2022
De Colombia SA S | consistency, and acidity

Table 2 has the following models in the Meta-Models Table.
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Table 2. Current Models in the Meta-Models Table of the MTL framework

Id_MM Description Id_MT P1, P2, Pn VD1 ...VDn Quality (QM) Id_MD
MM_01 Predictive MT_04 learning flavor, aroma, R2=0.4, Dat_01
rate=0.3 consistency, RMSE=2.1
and acidity
MM_02 Predictive MT_02 number of flavor, aroma, R2=0.5, Dat_01
hidden layers=3, consistency, RMSE=31.5
number of nodes and acidity
in each layer=4,
convergence
error=0.2
MM_03 Predictive MT_03 learning flavor, aroma, R2=0.1, Dat_01
rate=0.2, consistency, RMSE=24,1
depth=5, and acidity
rank=Gini,
MM_04 Predictive MT_01 depth=4, Aroma, R2=0.8, Dat_02
rank=Gini. Flavor, MAPE=0.9,
Aftertaste,
Acidity, Body,
Balance,
Uniformity
MM_05 Diagnostic MT_05 K=2 flavor, aroma, silhouette Dat_02
consistency, index=0.6
and acidity.
MM_06 Diagnostic MT_07 K=4, Distance Aroma, silhouette Dat_01
technique= Flavor, index=0.5
Euclidean, Aftertaste,
distance Acidity, Body,
calculation=max;,. Balance,
Uniformity.
MM_07 Diagnostic MT_06 | Epsilon (eps) =5 Aroma, DBCV =0.9 Dat_01
and Minimum Flavor,
Points (minPts): Aftertaste,
5. Acidity, Body,
Balance,
Uniformity.
MM_08 Classification MT_01 depth=4, Aroma, accuracy=0.9, Dat 01
rank=Gini. Flavor, F1-score=0.7,
Aftertaste,
Acidity, Body,
Balance,
Uniformity
MM_09 Classification MT_03 | learning rate=0. Aroma, accuracy=0.8, Dat_02
Flavor, presicion=0.6,
Aftertaste,
Acidity, Body,
Balance,
Uniformity
MM_10 Classification MT_08 C=4 and Aroma, accuracy=0.9, Dat 01
gamma=0.2 Flavor, presicion=0.9

Aftertaste,
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Acidity, Body,
Balance,
Uniformity

MM_11 Classification MT_02 number of Aroma, accuracy=0.6, Dat_02
hidden layers=3, Flavor, fl-score=0.5,

number of nodes Aftertaste,

in each layer=4, Acidity, Body,
convergence Balance,
error=0.2 Uniformity

Table 3 has the following techniques in the Meta-techniques Table. Specifically, it
currently has three unsupervised learning techniques registered: K-means
Clustering, Agglomerative Clustering and DBScan (Density-Based Spatial
Clustering). In this way, two distance-based clustering techniques and one Density-
Based Clustering technique can be used. Additionally, the architecture has
registered four regression learning techniques: Gradient Boosting Regressor,
Random Forest Regressor, backpropagation neural network, and Linear Regression
[22]. Finally, the architecture has four classification techniques registered in its meta-
techniques Table: Random Forest Classifier, Logistic Regression, SVM - Linear

Kernel, and backpropagation neural network.

Table 3. Current Techniques in the Meta-Techniques Table of the MTL framework

Id_MT Description P1, P2, Pn
MT_0O1 Random Forest depth, rank=Gini.
MT_02 Backpropagation number of hidden layers,

number of nodes in each
layer, convergence error

MT_03 Gradient Boosting learning rate, depth, rank
Regressor

MT_04 Linear Regression learning rate

MT_05 K-means K.

MT_06 DBSCan Epsilon and Minimum Points

MT_07 Agglomerative K, Distance technique,
Clustering distance calculation,

MT_08 SVM C and gamma

The information contained in the MTL framework knowledge base (the 3 tables
above) will be used to adapt the ACODAT ACPCPA - 001 for Café Galavis company

based on its two datasets File1 and File2.

4.3. ACODAT Module of the MTL Architecture in the Case Study
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This module starts by activating its Observation and Analysis tasks. The Observation
task collected data and information from the architecture and supervised ACODAT.
The Analysis task then analyses the ACODAT to be adapted, specifying the types of
data analysis tasks that comprise it, and data sources to be used to adapt the
ACODAT, among other things (see Table 4, with the results of this task).

Table 4. Overview of the tasks in the supervised autonomous cycle.

Task Model Type Tegrhnlque Dataset to use
ype
Filel.csv: aroma, flavour, acidity,
1. Coffee Bean Quality Diagnostic Unsupervised | body, uniformity, and other.
variables
File2.csv: green weight, roasted
2. Decrease of the bean Predictive Supervised weight, shrinkage, environment

in the roasting process. humidity, density, color, and other
variables.

Filel.csv: processing method,
seed variety, Aroma, flavour,
Classification Supervised acidity, body, uniformity,
sweetness, and moisture, and

other. variables

3. Coffee processing
method

A. Task 1. Coffee Bean Quality Model

The objective is to identify the most relevant descriptors to evaluate the quality of
coffee. As a result, a dataset is obtained composed of the key attributes: aroma,
flavor, aftertaste, acidity, body, balance, and uniformity. A search is conducted for

models that meet the specifications listed below (see Figure 3):

e Model Type: Diagnostic

e Technique Type: Unsupervised/Clustering

e Model Description: Coffee Bean Quality

o Dataset Description: The data used includes expert evaluations of different coffee blends,
assigning a rating to each cup tested.

e Dataset Location: Cucuta, Colombia

e Dataset: File1.csv

The MTL framework realizes that the task is specified in Table 2 (of Meta-models)
and proceeds to determine if it can use these models. To do this, it verifies that

the datasets with which they were built are similar to the new data set (using the
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data in Table 1). When it realizes that the dataset 01 is very similar, then it
proceeds to choose the model according to the technique that gave the best
results (using Table 2), in such a way as to perform a Model Transfer.

Search Model

Model Type: diagnostic v

Technique Type: unsupervised/clustering v

Model Description: Coffee Bean Quality

The data used includes expert evaluations of different coffee blends, assigning a rating to each cup

Dataset Description: tested.

N

Dataset Location: Cucuta, Colombia

Dataset: You chose: Filel.csv

Figure 3. Task 1 on Coffee Bean Quality.

In this way, the adaptation module of the MTL framework verifies the type of transfer
to be performed, and it is determined to use the Transfer model since the models
can be reused (see Fig. 4). Since the architecture currently has two unsupervised
learning techniques registered in its meta-techniques (Agglomerative Clustering and
DBScan) associated with this dataset (see Table 2), it chooses the one with the best

performance, DBScan (with DBCV=0.9), very close to one.

Finally, the ACODAT of the MTL framework verifies the quality of the new model as
a result of the adaptation module. It verifies that the DBScan model shows
remarkable effectiveness in coffee quality diagnosis tasks based on flavor, aroma,

acidity, and other variables.



Result

D 1

DESCRIPTION Coffee Bean Quality
TYPE diagnostic
ID_MT 6

TYPE_TECHNIQUE  unsupervised/clustering

PARAMETERS {"algorithm™: "auta”, "eps": 0.5, "leaf_size": 30, "metric": "euclidean”, "metric_params": null, "min_samples": 5, "n_jobs": -1, "p": null}

METRICS {"DBCV™: 0.9, "Calinski-Harabasz": 2014.7773, "Davies-Bouldin": 0.0723, "Homogeneity": 0, "Rand Index™: 0, "Completeness": 0}

ID_MD

FEATURES [["Aroma", "Sabor", "Regusto”, "Acidez", "Cuerpo", "Balance”, "Uniformidad"], ["float64", *float64", "floate4”, "floate4", "float64", "float64”, "float64"]]
iTARGETS

Figure 4. Task 1 result using DBScan.

B. Task 2. Decrease of the bean in the roasting process

In the coffee roasting process, it is common for the beans to expand and lose
moisture, which causes a decrease in the final weight of the batch, a phenomenon
that has been confirmed by [25]. In this procedure, there are a variety of both product
and process variables, some of which can be adjusted to minimize grain loss. The
goal of this task of the supervised ACODAT is to create a supervised model that can
predict bean reduction during roasting, considering both product attributes (including
previously evaluated bean quality) and process variables that can be adjusted. The

following are the specifications for the search of the models for this task:

e Model Type: Predictive

e Technique Type: Supervised/Regression

e Model Description: Decrease of the bean in the roasting process

e Dataset Description: The data used includes the coffee roasting process.
e Dataset Location: Cucuta, Colombia

e Dataset: File2.csv

Again, the MTL framework realizes that the task is specified in Table 2 (of Meta-
models) and determines whether it can use those models verifying that the datasets

with which they were built are like the new dataset (using the data in Table 1). When
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it does not find a similar model (using Table 1), then it proceeds to build a new model
by checking if the dataset has enough data. If there is not enough data, then it checks
if there is a similar dataset in Table 1. In this case, no similar dataset was found, so
it proceeds to Synthetic Data Generation. Finally, the model is built with synthetic
data and the techniques available in the architecture (Table 3). The Gradient
Boosting Regressor algorithm turns out to be the most efficient for this specific task,
obtaining an R2 of 0.9547 (see Figure 5).

Traceability
D 1
DESCRIPTION Decrease of the bean in the roasting process
TYPE predictive
ID_MT 8

TYPE_TECHNIQUE supervised/regression

{"alpha": 0.9, "ccp_alpha™: 0.0, "criterion": "friedman_mse", "init": null, "learning_rate": 0.1, "loss": "squared_error", "max_depth": 3, "max_features™ null,
PARAMETERS "max_leaf_nodes": null, "min_impurity_decrease": 0.0, "min_samples_leaf": 1, "min_samples_split": 2, "min_weight_fraction_leaf": 0.0, "n_estimators": 100,
"n_iter_no_change": null, "random_state": 123, "subsample”: 1.0, "tol": 0.0001, "validation_fraction™: 0.1, "verbose": 0, "warm_start": false}

METRICS {"MAE": 0.0004, "MSE": 0.0, "RMSE™ 0.0013, "R2": 0.9547, "RMSLE": 0.001, "MAPE": 0.0005, "TT (Sec)": 0.331}

ID_MD

[["ORDEN_x", "SC_MUMBACH", "TTOTAL", "NCF_LLAMA1", "PESOVERDE", "CAGUA", "fecha2", "D\u00Oeda", "Mes", "A\u00f10", "Semana", "Fecha_3",
"BATCH_SC", "FECHA_HORA_BACHE", "ORDEN_y", "MATERIAL", "COLOR", "HUMEDAD", "DENSIDAD", "Merma", "Cat_Merma", "reduction”], ["int64",

FEATURES "int64", "inté4", "floate4”, "float64", "int64", "float64", "int64", "int64", "int64", "int64", "int64", "int64", "floate4", "int64", "int64", "int64", "floate4",
“float64”, "float64”, "int64", "float64"]]
TARGETS [["reduction"], ["float&4"]]

Figure 5. Task 2 result using Gradient Boosting Regressor.

Finally, the ACODAT of the MTL framework verifies the quality of the new model,
finding that the Gradient Boosting Regressor has a high degree of fit to the new
dataset, as the R2 is very close to 1, with an MAE of 0.04 and an RMSE of 0.19.
Therefore, the model can capture the underlying relationships between variables

effectively for the new dataset.

C. Task 3. Coffee processing method.

For this task, we will use the original dataset used in task 1 with the purpose of
performing a supervised classification of coffee processing methods. The variable to
be classified will be the column 'Processing method', which presents five different
classes, representing the different methods used in the coffee industry. The following

are the specifications for the search of the models for this task:
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e Model Type: Classification
e Technique Type: Supervised/Classification

e Model Description: Coffee processing method

e Dataset Description: The data used includes expert evaluations of different coffee blends,
assigning a rating to each cup tested.
e Dataset Location: Cucuta, Colombia

e Dataset: File1.csv

Again, the MTL framework realizes that the task is specified in Table 2 (of Meta-
models) but it only sees moderately similar datasets with these models in Table 1,
so it proceeds to do Parameter Transfer from the model of the most similar dataset
built previously. In this case, it is the Random Forest Classifier. In addition, it realizes
that the dataset is small and that there is a similar dataset (using Table 1), so it
proceeds to do Data Transfer from that dataset. Finally, the model is built using the

parameters obtained from the Random Forest and the augmented dataset.

Result

10

DESCRIPTION Coffee processing method
TYPE classification

1D_MT 1

TYPE_TECHNIQUE supervised/classfication
{"bootstrap™: true, *ccp_alpha®: 0.0, *class_weight”: null, "ontenion®: "gind, "max_depth": null, "max_features®: "sqrt”, *max_leaf_nodes”: null, "max_samales":
PARAMETERS null, "min_mpunty_decrease”: 0.0, *min_samples_teaf": 1, "man_samples_split"= 2, "min_weight_fraction_leaf": 0.0, "monoctonsc_cst™: null, *n_estimators"
100, "n_jobs": -1, *cob_score”: false, ‘random_state®: 123, "verbose™: 0, “warm_start": false}

METRICS {"Accuracy™: 0.9217, "AUC™: 0.0, "Recall': 0.9217, “Prec.*: 0.9264, *F1": 0.9224, "Kappa®: 0.8546, "MCC*; 0.8562, "TT {Sec)*: 8.919}
1D_MD

[[*"Numero_de_Bolsas”, *Peso_Balsa®, "Aroma", “Saboe”, *Regusto”, *Acidez", "Cuerpo®, "Balance”, "Unifarmidad", "Taza_bmpia", "Dulzura®,
"Puntos_de_Copa”, *Total_Puntos_Copa”, "Humedad®, "Categariu00eda_Uno_Defectos”, "CategoriuQ0Q0eda.Dos.Defectos’, “alttude_low_meters”,
“altitude_high_meters”, "altitude_mean_meters”, *Variedad_Arusha", “Variedad_Blue_Mountain", "Variedad_Bourbon®, *Variedad_Catimor”,
Nanedad_Catua", "Variedad_Caturra”, "Variedad_Ethiopian_Heirlooms", "Vanedad_Ethiopian_Yirgacheffe", "Variedad_Gesha", "Variedad_MHawasan_Kena"!
"Wanedad_lava®, "Variedad_Mandheling", "Variedad_Marigojipe’, *Vanedad_Mcka_Peaberry", "Vanedad_Mundo_Nowo*, *Vanedad_Other”,

FEATURES “anedad_Pacamara®, *Vanedad_Pacas®, "Variedad_Pache_Comun®, "Variedad_Peaberry®, *Vanedad_Ruiru_11", "Variedad_SL14", "Vanedad_SL28"
"Wanedad_SL34", *Variedad_Sulawesi", "Vanedad_Sumatra®, "Vanedad_Sumatra_Lintong", "Vanedad_Typica®, *Variedad_Yellow_Bourbon®, *Coler_Biue
Green*, "Color_Bluish-Green", "Color_Green*, "Metoda_de_procesamiento’], [*int64", "mt64", "floaté4”, *floatba”, "floatéd”, "floatb4", "floatéd”, *floatbd”,
“float64”, *floatb4”, "float64”, *floatd4®, "float64”, *floatb4’, "nt64", "int64*, *floatéd”, "floatG4”, "floatéd”, “int64*, "intE4", “int64", *inté4", "int64",
nt64", int64*, “intEa”, “int64”, *intE4", Vint64”, *iny

ntBa", "intG4”, "intE4", "int6d”, tint64", "intB4”, "intE4", "ntE4”, "int64”, “inte4”, "int64", *int64",
"nt64", imB4Y, intEa”, “int64", "Inté4”, "int64", imG4", "nt6a", "in64'])

TARGETS [[*Metodo_de_procesameento®], [int64*]]

Figure 6. Task 3 result using Random Forest Classifier
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Finally, the ACODAT of the MTL framework verifies the quality of the model found on
the new dataset, confirming the excellent performance of the model, reflected in

metrics such as Accuracy, Recall, Precision and F1, close to 1.

5. Comparative analysis
This section carries out a comparison with the works in literature. For that, two types

of comparisons are carried out.

5.1. Qualitative comparison
In this section, we establish a series of criteria to compare our proposal with similar

research carried out previously.

e Criterion 1: The work adapts ACODATSs.

e Criterion 2: The MTL framework considers an autonomic adaptive process.

e Criterion 3: The MTL framework uses transfer learning techniques for the
generation of new knowledge models.

Table 5 provides a qualitative comparative assessment based on the above criteria,

of our approach with similar studies.

Table 5. Comparison with previous works.

Cri1 Cri2 Cri3
[16] X \ X
[17] X X X
[18] X X X
[20] X \ X
[25] X \ X
[26] \ X X
[27] X N X
This work v N \

For criterion 1, our work is the only MTL approach specified for the adaptation of
ACODATs. For criterion 2, in addition to our work that uses an ACODAT module to
adapt an ACODAT, other researchers propose an adaptive process of supervised

systems. Particularly, the work [16] presented an adaptive approach for real-time
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facility management systems, with applications ranging from early detection of
equipment failures to automated monitoring and optimization of energy use. The
work [20] proposes an MTL framework for identification models used in the fattening
process of animals to detect anomalies in cattle weight. Furthermore, [25] defined
automated relational meta-learning. Finally, [27] presented an adaptive MTL model
based on user relevance. For criterion 3, our work is the only one that implements
mechanisms for the generation of knowledge models using transfer learning
techniques. Particularly, our approach implemented an ACODAT module to guide
the behavior of the MTL framework, to determine the transfer learning technique to

apply to adapt the supervised ACODATSs.

5.2. Quantitative comparison

This section focuses on quantitatively comparing the quality of the learning models
obtained by our MTL framework for adapting supervised ACODAT with respect to
previous works. In the quantitative comparison, papers that present metrics of the
models built using their MTL architectures were selected. Specifically, we compare
the quality of the transfer decision taken by our architecture to build new knowledge
models. Table 6 presents the metrics in various papers against those obtained in this
work. The paper [25] achieved better metrics in the classification model compared
to the papers [16] and [26], with an F1 score of 0.70 and an Accuracy of 0.80, but
our paper was better with a 0.92 in F1 score and 0.92 in Accuracy. The article [17]
achieved a Silhouette metric of 0.86 in the clustering model, but our work was better

with a metric of 0.93 for DBCV. Finally, the work [27] used the regression technique

with MAE metrics of 0.78 and RMSE of 0.95 our work improved with an MAE of 0.04
and RMSE of 0.19.

Table 6. Quantitative analysis with previous works (NA: Not apply)

Classification Prediction Clustering
Work Fl-score Accuracy MAE RMSE Silhouette
[16] 0.70 0.80 NA NA NA
[17] NA NA NA NA 0.86
[25] 0.80 0.95 NA Na NA
[26] 0.72 0.88 NA NA NA
[27] NA NA 0.78 0.95 NA
Our approach 0.92 0.92 0.04 0.19 0.93
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6. Conclusions

In this research, an MTL architecture has been introduced that uses a specific
autonomous cycle to enable self-management and autonomous self-control
processes in an ACODAT. A notable advantage of our proposal is the ability to
maintain a continuous learning process with the arrival of new data or information
for a supervised ACODAT. It can also adjust the models found in its knowledge base
and their respective parameters. Thus, one of the most relevant features of our MTL

architecture is its ability to adapt.

The MTL architecture we have developed is the first to be used in a real case, in this
case, for coffee quality, spoilage, and processing method detection in the coffee
industry. The effectiveness of our approach lies in its ability to adapt an ACODAT in
an autonomic way using an ACODAT module. In the case study, an autonomous

cycle based on three tasks was adapted for a coffee company.

On the other hand, qualitative and quantitative comparisons with other architectures
implementing similar mechanisms were carried out, demonstrating that our proposal
is capable of automatically generating high accuracy models for a wide range of
tasks, including classification, regression and clustering. In addition, the architecture
shows a remarkable ability to adapt to reduced datasets, thanks to the exploitation

of synthetic data generation and data transfer techniques.

Despite the advantages it offers, our framework has certain drawbacks that need to
be addressed to improve its effectiveness. The first step is to gather a significant
amount of data to train the initial models in the knowledge base, which can be
challenging in some situations. Moreover, they perform an autonomous real-time
supervision process, which is time-consuming. This work presents a first case study.
It would be interesting, in future research, to evaluate the sensitivity of our approach

in different ACODATSs, for different situations of process automation in MSMEs.
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Particularly, to explore its use in different autonomous cycles in other agro-industrial

chains.
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Appendix I. Analysis of Quantum Support
Vector Machines in Classification
Problems.
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Abstract— A typical problem that is solved by supervised
machine learning techniques is classification. There are many
types of this problem, such as binary classification, multi-
classification, and multi-labels. The development of techniques
that perform well in different types of classification problems,
and for datasets with many or few variables, or many or few
data, remains a challenge. On the other hand, recent work
indicates that machine learning can benefit from quantum
computing in terms of reducing computational complexity and
improving its performance. The purpose of this research is to
analyze the use of Quantum Support Vector Machines (QSVM)
for different types of classification problems. For this, several
kernels (linear and Gaussian) are considered. In turn, a
comparison is made with Random Forest. Also, a detailed
analysis is carried out for the binary classification of coffee
beans, obtaining a precision of 95% and an accuracy of 79%.

Index Terms- Support Vector Machines, Quantum Computing,
Classification Model, Coffee Bean Quality Classification.

INTRODUCTION

A classic problem solved by supervised machine learning
techniques is  classification, which  consists  of
determining/predicting an output (response). Classically,
these response variables are categorical variables, and there
are many ways to characterize those variables, such as binary,
multi-class, or multi-label variables. In general, machine
learning techniques perform well for very precise cases of
classification, or for very specific datasets (with many or few
variables, or many or few data).

On the other hand, Support Vector Machines (SVM) is a
machine learning technique that has been successfully used in
binary classification tasks, due to its ability to construct an
optimal hyperplane in an n-dimensional space from a set of
training data, which is used to classify new data. Currently,
there is a variety of SVM, such as Gaussian SVM [2], multi-
core SVM [3], twin SVM [1] and others. Furthermore, SVMs
have been used in numerous fields such as facial recognition
[5], medical diagnosis [6-8], handwritten character
recognition [4], and supervision processes [9], among others.

In turn, the capabilities of quantum computing have
inspired some researchers to integrate them with machine
learning algorithms, spawning a new domain of research
known as quantum machine learning in recent years [10-14].
Several quantum machine learning algorithms have been
proposed in the literature, such as quantum support vector
machines [20], quantum neural networks [15-17], quantum K-
nearest neighbors [19], quantum clustering [21], and quantum
principal component analysis [18], among others,
demonstrating their superiority in terms of efficiency and
speed over traditional machine learning [22].
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In [26], classical SVMs were implemented using quantum
cores for the analysis of data from satellites, and the design
and implementation of hybrid SVMs with quantum cores were
presented. Six SVM models were evaluated quantitatively,
qualitatively and statistically: classical linear SVMs, SVMs
based on RBF kernel and hybrid SVMs with kernels generated
by simulated quantum circuits. Although these SVMs offer
good results, they are still slightly less effective than recent
deep learning models. In [27], the performance of the QSVM
algorithm was compared with classical methods on an eye-
state EEG dataset, considering accuracy and execution time.
The results showed that the QSVM achieved an accuracy of
99.47% with different qubit values. The precisions obtained
were very close to those of classical methods, demonstrating
the suitability of quantum algorithms to analyze EEG signals.

The performance of traditional machine learning models
was evaluated against a QKSVM classifier on a dataset with
limited audio samples in [28]. The quantum kernel method
performed better than classical models, in spite of the small
sample size. This is because it can efficiently extract high-
dimensional features. In [30], Sridevi et al. analyzed the
learning capabilities of an SVM classifier with a kernel based
on instantaneous quantum polynomial embedding and
compared them with the classical SVM, particularly in
situations with smaller sample sizes and feature vectors. The
results show that the quantum core strategy outperforms its
traditional counterpart, even with smaller datasets.

The purpose of this paper is to analyze the Quantum
Support Vector Machines (QSVM) capacity in different types
of classification problems (binary and multi-class), or
datasets. In addition, we compare QSVM with different
versions of SVM (with linear and Gaussian kernels), and with
Random Forest. Finally, we carry out a detailed study of the
utilization of QSVM in coffee bean classification tasks and
compare it with other works. In our study, the results obtained
on the test sets for various classification problems allowed us
to reach more general conclusions about the capability of the
QSVM. We find that QSVM performs better on multiple
classification problems than on binary classification,
regardless of the characteristics of the dataset, such as the
amount of data and variables/dimensions. Furthermore, the
quality difference compared to the random forest is
significantly reduced.

This article is organized as follows. Section 2 presents
guantum computing in SVM. Section 3 presents a detailed
description of the implementation of the classification model
using QSVM. Then, in section 4 is presented in detail the
experiments carried out for a binary classification problem,
the classification of coffee beans according to their quality,
and the results obtained for other types of classification
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problems. In all of them, it is compared with Random Forest
and with two versions of SVM, Linear and Gaussian. In
addition, a qualitative analysis is done to compare it with other
works. Finally, the last section presents the conclusions and
future work.

QUANTUM SVM

Quantum computing takes advantage of the unique
features of quantum physics, such as superposition,
entanglement, and interference, applying them to computing.
On the other hand, the SVM is a supervised learning
algorithm used in a wide variety of classification and
regression problems. Its use extends to various areas, such as
medical signal processing, natural language processing, and
image and voice recognition. The goal of the SVM algorithm
is to determine a hyperplane that can effectively split
different data classes. This optimal division involves finding
the hyperplane that maximizes the margin between these
classes, that is, the distance between the closest points of each
class to the hyperplane.

Foundations of Quantum Support Vector Machines
(QSVM).

Quantum computing is based on the properties of quantum
systems, such as entanglement, interference and
superposition, with the aim of accelerating some
computational operations [17]. Therefore, compared with
conventional computing devices, quantum computers can
solve complex problems more efficiently. In general, there are
several quantum models to operationalize these properties,
from quantum Turing machines, through adiabatic quantum
computing and measurement-based quantum computing. On
the other hand, every calculation has three (3) elements:
operations, data, and results. In the quantum context, these
agree with the concepts of qubits, quantum gates and
measurements.

In the context of SVMs, the concept of the kernel is
fundamental. The kernel concept involves projecting the data
into a feature space whose dimensions are higher [20]. To do
this, all that is needed from the space is the kernel function
that defines it. In this space, the input data is partitioned by a
hyperplane. Typically, the feature space is the standard
Euclidean space, just with an extra dimension.

A QSVM works similarly to an SVM but incorporates a
quantum state space as its feature space [20]. Considering the
above, a QSVM for classification performs all operations in a
completely classical way, except in the kernel function
calculation process. In this case, the kernel function employs
a quantum computer to perform the following tasks: receive
two vectors from the original data space, map them to
quantum states using a feature map, compute the inner product
of these quantum states, and return the result. In this way,
when implementing quantum feature maps, we refer to
circuits parameterized by the original data, which implies that
they generate a quantum state completely conditioned by said
information.

Thus, we have a feature map ¢. The circuit configuration
@, which will be used for the implementation, will depend on
the classical data in the original space. Each time an input "x
is introduced, a circuit ®("x) is generated so that the resulting
quantum state is, @(Cx) = ®(Cx) |0). With the feature map

already developed, we can formulate the kernel function as
follows [20]:

(Ca,”b) = K(@)lp(b)F =[I{0] @F(a)@(b) [O)IF. (1)

The possibility of obtaining an all-zero measurement, after
having created the state ®7("a) ®(Cb) |0), is based on the
orthogonality of the computational basic.

The circuit calculation for @1 simply follows the inverse
process of ®. Considering that @ is made up of a series of
guantum gates, the procedure involves applying these gates in
the circuit from right to left and inverting each of them. This
is the way to implement a quantum kernel function: using a
feature map that generates a circuit ®("x) for any input “x,
then preparing the state ®7("a) ©("b) |0) for the pair of vectors
in which one wishes to compute the kernel, and finally,
obtaining the probability of measuring zero on all qubits.

Feature maps

As mentioned before, a feature map is usually represented
by a parameterized circuit ®(x), which is based on the original
data and can therefore produce a state that varies as a function
of this data [20].

ZZ Features Map is a form of feature map that can process
inputs naz, ..., an inputs into n qubits, like angle embedding.
The creation of its parameterized circuit follows these steps:

1. Use a Hadamard gate (a way to represent a qubit in the
quantum Fourier transform) on all qubits.

2. Apply arotation Rz (2x;) on each qubit ;.

3. Foreach pair of elements {j, k} < {1, ..., n} with j <k, do
the following:

(@) Apply a CNOT gate directed to qubit k, which is
controlled by qubit j.

(b) Apply a rotation Rz (2(m — x;) (7t — xx)) on qubit k.
(c) Repeat step 3a.

A representation of the feature map of ZZ on three qubits
can be found in Figure 1, which represents the circuit of the
feature map. As in angle encoding, normalization is essential
in the context of the ZZ feature map [20]. Normalizing
variables to intervals such as [0, 1] is useful for striking an
appropriate balance between separating the extremes of the
dataset and using a wide region in the feature space.

o) Rp(2xy)
10) Ry (2x2) |—3—| Rz (2(x = x)(x = x2)) I B
oy Rz (2 &

Figure 1. ZZ Feature Map in three qubits with X1, X2, X3
inputs.

In a n-qubit circuit, this feature map can accept up to n
numerical inputs xi, ..., xn. In this circuit, a rotation gate is
applied on each qubit j, with the parameterization based on the
value xj. In this feature map, the xj values are used as angles
for the rotations, justifying the encoding term.
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In angle encoding, it is possible to employ Rz gates with
the initial state |0) selected, ensuring that the feature map
operation is negligible, which can be easily confirmed by the
definition of Rz. Therefore, when using Rz gates, it is typical
to apply Hadamard gates that affect each qubit. This whole
process is presented in detail in Figure 2.

0 0 T X

0) 0 —[ Ry o) | o)

Figure 2. Angle encoding for one input (X1...Xn) Using
different rotation gates.

For angle encoding in the feature map, it is essential to
normalize the variables to a specific interval [25]. If
normalized between 0 and 4, the data will occupy a larger
region in the feature space compared to normalizing between
0 and 1. However, this has the drawback that the extremes of
the dataset will be mapped together due to the feature map
effect. This occurs because, according to our definition of
rotation gates, angles 0 and 2 are considered identical when
dividing the entrance angle by 2. Therefore, the normalization
decision involves finding a middle ground between separating
the extremes in the feature space and making the most of the
available area in the feature space.

OUR CLASSIFICATION MODEL BASED ON QSVM

In this section, we describe the implementation of the
machine learning model based on QSVM. Our QSVM is a
variant of SVM that incorporates a quantum core. We use
Qiskit, created by IBM to define a quantum computing
environment, as the software development kit [16]. Qiskit is a
toolkit designed to develop quantum circuits and run them in
a local simulator, or to submit them to IBMQ, a real quantum
computer. So, we start by creating the first quantum circuit
with a classical register. We define an empty quantum circuit
with 2 qubits (q0_0 and q0_1) and 2 classical registers (cO_0
and c0_1) (see Figure 3).

circuit = gk.QuantumCircuit(q, c)
print(circuit)

|

ge_e: { H »——-——-.j——
ge_1: X r1}»
ce: 2/ S

e 1

Figure 3. Our initial circuit.

We execute the circuit in the quantum simulator. To run
the circuit, we employ Qiskit's Qasm quantum simulator and
configure the circuit for the feature map using the giskit.utils
algorithm_globals and Quantuminstance libraries. Algorithm
1 describes the algorithm to define the initial quantic context.

Algorithm 1: Definition of the quantic context

# Utilization of Qiskit Aer's Qasm Simulator: Define where
To execute the simulation.

simulator = gk.BasicAer.get_backend('qasm_simulator’)

# Simulate the circuit in the simulator to get the result.

job = gk.execute(circuit, simulator, shots=100)

result = job.result()

# We obtain the aggregated binary results of the circuit.

counts = result.get_counts(circuit)

print (counts)

Next, we create the quantum core by importing the
“ZZFeatureMap” package, It is one of the common feature
maps in Qiskit's circuit collection. For training, the SVM
dataset Cafe/ Data_Aprendizaje_Supervisado_Merma.xlsx'
was used), and two labels were determined class_labels =
[Cat_Merma 1', 'Cat_ Merma Q7. In this case, we use a
Gaussian kernel as the kernel. We configure the SVM
classifier using QsvC from
giskit_machine_learning.algorithms. Next, we define a new
quantum kernel based on the fidelity exempla of
giskit_machine_learning.kernels  (fidelityQuantumKernel).
Algorithm 2 describes the algorithm for defining the feature
map.

Algorithm 2: Definition of the feature map

from qgiskit_machine_learning.algorithms import QSVC
gsvc = QSVC (quantum_kernel=new_kernel)
gsvc.fit(features, labels)

gsvc.score(features, labels)

Finally, we configure the QSVM classifier using
giskit_machine_learning.algorithms (we import QSVC). To
generate the feature map loop, we specify an arbitrary vector
x that we want to encode and create the loop for this data point.
To achieve this, we install the pylatexenc library (see Figure

4),

Figure 4. SVM classifier feature map

RESULTS

For the experiments in this section, we have used Python
3.10 programming language and Ubuntu operating systems,
with the Qiskit library, version 0.23.4.
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A Preliminary Analysis of the Results of a Binary
Classification Problem

In this section, we test our QSVM classifier in an initial
classification problem, a binary classification problem, the
classification of coffee beans [29].

There are a total of 2068 items in the coffee bean dataset,
each with 30 different attributes such as water amount,
humidity, flame temperature, and quality category. The
categories can be Cat Merma_l1 or Cat Merma_2. Our
dataset about coffee beans is previously prepared (cleaned,
etc.). To find out if the classifier is accurate, a common
strategy is to split the dataset into a training set and a test set.
Here, the data is divided into 70% training and 30% testing.
To facilitate the analysis, we performed a dimensional
reduction of our data from 30 attributes to 5 using principal
component analysis (PCA). Dimensionality reduction allows
removing additional and non-essential features for the
classification problem.

Before going into the quantum part, we will define two
SVM for the classification, one for linearly separable datasets
and another for nonlinearly separable datasets. Figure 5 shows
the coffee quality dataset vs linearly separable blobs. Our
dataset is clearly not linearly separable.
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Figure 5. Coffee dataset vs linearly separable blobs.

We define a linear SVM classifier and train it on the
dataset. Figure 6 shows the results, with a precision of 0.77
and an accuracy of 0.55.
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Figure 6. Results for the linear SVM Classifier (for the
training and test sets).

Now, we implement an SVM with a Gaussian kernel.
Figure 7 shows the results, with a precision of 0.9 and an
accuracy of 0.75.
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Figure 7. Results for the SVM with a Gaussian kernel
(with the training set and test set).

Figure 8 shows the original used to train the QSVM and
Figure 9 the classification using our QSVM classifier.

0.6 1 ® s
°
0.4 ° ‘ ®e a
CJ
4 L] L)
02 e o L]
© ®
0.0
) L W )
®
—-0.2 L]
°
®e
—04 e &
L]
—-0.6
[
®

T ™ T T T T T T
-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75

Figure 8. Coffee Dataset for training the QSVM.

In general, it obtained a precision of 95% and an accuracy
of 79%.
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Figure 9. QSVM tag predictions.

Finally, we compare our QSVM classifier with Random
Forest. In this case, the results of precision are 100% and of
accuracy of 82%, which is the best result (see Figure 10).
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Random Forest Results
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Figure 10. Random Forest results.

In summary, the most outstanding result was achieved
with Random Forest (see Table 1), obtaining a precision of
100% and an accuracy of 82%. The relatively high level of
accuracy suggests that there may be overtraining in this
technique. The QSVM obtains the second best result, with an
accuracy of 95% during training and 79% in testing, which
reflects the interest in this technique.

Table 1. General Results for classification of coffee

beans.
Model Precision | Accuracy
Random Forest 100% 80%
Linear SVM 7% 55%
Gaussian SVM 90% 75%
QSVM 95% 79%

Quantitative Comparison in Different Classification
Problems

The classification of coffee beans is a binary classification
problem. In this section, we consider different types of
classification problems (binary or multi-classes), and different
characteristics of the datasets. The datasets used are described
below.

The criterion for selecting the datasets is that they were
binary or multi-classes classification problems, and that they
had many variables (high dimension) that could not be
reduced. Three datasets were selected: two from the medical
field and one from the energy sector. The medical datasets
pertain to COVID-19 and dengue, while the energy dataset
covers energy demand, consumption, and price. The metadata
for these datasets is detailed in Table 2.

Table 2. A brief introduction to the datasets

Dataset Instances No. of Type of
attributes classification
problem
Dengue 32559 13 Multiclass
Energy 35145 62 Multiclass
Covid-19 5853480 53 Binary

The Energy dataset was obtained from the paper [23], and
includes information about prices, energy consumption, and
weather conditions, among other variables, in Spain, over a
4-year period. The original energy dataset comprises was
collected hourly from January 1, 2015, at 00:00 hours to

December 31, 2020, at 23:00 hours. Finally, a discretization
was performed to determine the price levels (label) using the
energy consumption.

The Dengue dataset corresponds to the data of patients
with Dengue collected by the Colombia Ministry of Health in
2020 (https://medata.gov.co/dataset/dengue). The dataset
preprocessing was carried out by Hoyos et al. in [24]. They
selected 22 variables from the original dataset, considered by
experts as the most relevant in Dengue. The selected
characteristics include laboratory tests, symptoms, and the
target variable used to classify the severity of Dengue. Except
for the target variable, all characteristics are binary. The
target variable differentiates between three (3) categories of
Dengue: severe dengue, dengue with warning signs, and
dengue without warning signs.

The COVID-19 dataset is from Israel
(https://ourworldindata.org/coronavirus), and comprises tests
conducted by the government between March and November
2020. The target feature classifies tests as positive or negative.

The following procedure was carried out on all datasets
with all the techniques: a 5 cross-validation strategy was
carried out to learn and test the classification models, using
80% of the data to train and 20% to test. To optimize the
parameters of the techniques, a grid search type
hyperparameter optimization process was used. Table 3 shows
the results obtained for the metrics of Precision (P) and
Accuracy (A).

Table 3. Performance Results for the Datasets

Model Dengue Covid-19 Energy

P A P A P A
Random 96% | 81% | 98% | 89% | 95% | 92%
Forest
Linear 91% | 66% | 81% | 75% | 88% | 85%
SVM
Gaussian | 90% | 70% | 85% | 81% | 90% | 85%
SVM
QSVM 94% | 80% | 88% | 85% | 94% | 90%

According to the results, we confirmed two aspects: that
Random Forest always gives the best results and that QSVM
always gives the second-best results. We also found that the
differences between Random Forest and QSVM are greatly
reduced in multiclass problems, which indicates that QSVM
improves significantly in those cases with respect to the binary
classification cases. Finally, we see that the number of
variables/dimensions does not have a great influence on the
final quality of the models obtained (since there are datasets
with many and few variables), and the order of quality
between the techniques is maintained.

Qualitative comparison with other works

This work is compared with previous works using a set of
three criteria, which are set out below:

e Cril: Uses quantum computing (QC).

e Cri2: Utilization of machine learning algorithms in the
classification model.


https://ourworldindata.org/coronavirus

245

e Cri3: Uses quantum machine learning algorithms with
datasets in the coffee agroindustrial sector.

Table 4 offers a comparison of our research with previous
studies. The idea is to analyze previous works that already use
quantum algorithms in classification tasks, and to do data-
based analysis in the coffee agroindustrial sector.

Table 4. Comparison with previous works
Cril Cri2 Cri3

[16]
[17]
[18]
[19]
[20]
[21]
[22]
This work

2|2 X[ X|2]|X|2]|<]
2UX | X [X | X [X|X X

e I R R N P a a P

Because of the computing power it adds, quantum
computing is being used in machine learning algorithms. In
this way, we notice quantum versions of some machine
learning techniques, such as quantum deep neural networks
used in image recognition [16, 17], quantum SVM [20],
quantum K-nearest neighbors [19], quantum clustering [21],
and quantum principal component analysis [18],
demonstrating in all cases its superiority in terms of quality
and speed over traditional machine learning [22] (first
criteria).

Now, some of that work is on tasks to build classification
models [16, 17, 19, 22] (first criteria), but none of them are on
analyzing the quality of the coffee bean (third criteria). We
propose a viable approach for Micro, Small & Medium
Enterprises (MSMEs), since we have used a simulator to
implement the quantum solution. Thus, this is a useful, low-
cost, and efficient tool for detailed analysis of the quality of
the coffee bean to improve its impact on coffee production,
which helps MSMEs meet their financial and environmental
sustainability objectives.

CONCLUSIONS

This article has made an exhaustive analysis of the
behavior of QSVM in different classification problems
(binary and multiclass), showing its versatility in a simulated
quantum computer. Furthermore, it has described in detail its
implementation and behavior for the classification of coffee
beans. For the comparison of the model, it was proposed to
use several SVM models (using different kernels) and
Random Forest.

The results obtained on the test sets for the different
classification problems allowed us to reach more general
conclusions about the capacity of the QSVM technique. We
see that QSVM performs much better on multi-classification
problems compared to binary classification problems,
regardless of the characteristics of the datasets (lots of data
and/or variables/dimensions). Furthermore, the quality
difference with respect to random forest is drastically reduced.

Based on the results obtained, two significant conclusions
can be drawn: first, that Random Forest consistently stands out

as the most successful approach; second, that QSVM tends to
deliver solid results, usually ranking second in performance.
We also observe that the differences between Random Forest
and QSVM are considerably reduced in multiclass
classification problems, suggesting a significant improvement
of QSVM in those scenarios relative to binary classification
cases. Finally, as sample characteristics grow, the qubit wave
function representation would experience exponential growth
in simulation requirements, which would make it unfeasible
when studying large classifier datasets. This would make it
difficult for MSMEs to participate in the use of QSVMs and
their computational costs.

In general, the results are quite encouraging, because they
are close to those of Random Forest, even though QSVM was
executed in the IBM simulator of the quantum computer that
the Qiskit library has. One of the limitations was the test
environment (IBM simulator), and another limitation is that it
wasn't tested on multiple-label problems, but future works
should extend both things. Also, future work should explore
other ways to quantum implement SVMs.
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